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Outline

Whose, meaning o “importance

EXamples

= Demand analysis Via OLS

s Perceptual Maps, Via fiactor analysis
Bayesian: decision theory: (BDIF)
s Metric and Nen-metric Conjoint
Impertance in D

s Market share;simulation



A Vignhette:
Wiy Peter Is not alloewed to: talk
With elients.

ACLOrSE

s Peter, playing ninseli

s Menica, playing the primary. client
s Bob & Greg, supporting cast
SCEne

sl Debriefing onlaniamazing HB ' model that
Peter just developed. He is very: excited.






Very nice analysis and presentation.

In your opinion, which variable is most

important?

My stock
options

are in the
money.




I’m glad you asked!
As you can see by the

posterior means of the coefficients
and Bayes factors, ....

“Blah, Blah,
Blah.” This is
going nowhere

Should |
trade up
to a 5-
Series?



Hmm, that’s interesting.
Now tell me which variable
iIs most important.

D When is

lunch?

Why doesn’t she
understand?
This is so basic.

| bet he
drives a
Chevy.




Well, it is not that simple.
As you can see by the
posterior means of the coefficients

Just tell me how
| can make my
quarterly quota.

v
( Is he
still

talking?

and Bayes factors, ....
\/\K/J \‘

Never
again!



Most Impoertant: Variable

Statistician

s Statistical significance and power
s Partialrcorrelation

s Percent variance explained

Economist
= Partiall derivatives

Marketing Manager

s Impact on revenues, share, profits, brand equity, ...



Simulation Eun

Log-legl model fior'demand

Log
og

Log

Jnits
Retall Price

Premoetion/Advertising Spending

Manufiacturer sets suggested: retail price
s MSRP! s $20I per unit

sl Retailer adjustsi price

s Retaller'spends on promotion/advertising
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Units (100)

Price per Unit

\
i

Units (100

2.0 2.1 2.2 2.3 2.4

Promotional Spending per Unit




Simulated Data

Log(Units) =
/. — 2-log(Price) + 5llog(Promo)r ¥ error
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Very Stable Market

e | 0 Price e==| 0g Promo e=|og Units

7
6
5,
4
3,
2,
1,
0)

100

Period




Whichr Varianle isiMore: Important?

Regression Statistics
Multiple R 0.933

R Square 0.870
Adjusted R Square 0.869
Standard Error 0.134
Observations 200

STD Standard
Coefficients  Coef Error t Stat P-value
Intercept 6.613 0.000 0.321 20.596 0.000
Log Price -2.014 -0.559 0.093 -21.715 0.000
Log Promo 5.584 0.719 0.200 27.944 0.000
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Statistician’s Importance

\/ariable selection

Log(Preme) has the larger standardized
coeffiicient and t=stat

Partiall Correlations
s tstat / sgrt(tstat”2 + di_Error)
= Price: -(0.840
= Promo: 0.894
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Economist's: Importance

Speciiy: objective; function
s Revenue, proefits, market share, etc
a ASSUmE; continuity:

Final gradients

Movein direction to optimize objective
FURCLIoN

Bigger steps are better:
Easy withi log-log demand
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Do it With Math




Estimates

log(Units) =

6.165—2.015 ' leg(Price)+>5.584 10g(Promo)
Change MSRP'from $20 te $15 or change
log(Price) by -0.5

Expected chiange inilog(Units):is
(2.015)(0.3) = 0.605
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Cut MSRP from $20 to $15

e | 0 Price e==|.0g Promo = | og Units —— Forecast

7
6
5
4 -
3
2
1
0

150

Period




Can Client Change X?

Priveranalysis may: not mean mueh i you
camnot change: the, most important™ X

Assume manuiacturer enly: has) contrel of
MISRP; But net actual price or premetienal
expenditires

Retailer plays with price and: promotional
expenditires
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Cut MSRP from $20 to $15

e | 0g Price === 0g Promo == | og Units == Forecast

Period

The Real World
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What Could Happen?

Retailer sets! promotional spendinglas a
fraction oif MSRP

= Mean off log(Promo) = C*log(IMSRP)

Price reduction! sy offiset by reduction in
promotion spending
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Do it With Math

Assume X,=CX; May not
be zero

dy _ oy o
dX, oX, 0X,\

Y =/f,+ fX, +/52(C)(X1)

dY
Xm — 181 T :Bz(c)

AY = (B, + B,C)AX,
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Structural Model

Leg(Promo) = e, +ae;log(Price)+e;
Log(lUnits) =

5y [5110g(Price)+55log(Promo)+<,
Expected change in' Log(Units) ior a A
change; in price:|s

(B + By00)A
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Estimates

log(Promo) = 0.061 + 0.226 leg(Price)
leg(Units) =

6.1635—2.015 leg(Price)+5.584 log(Promo)
Change MSRP'20rte) 15, or change in 10g
Price;is -0.5

Expected chiange inflog Units s only,
[-2.015 +(5.584)(0.226)](-0.3) =

Compare to (2.015)(0.5) =
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Better Forecasts

e | 0g Price e=|0g Promo e==| og Units == Forecast

7
6
5
4 -
3
2
1
0




Endegenous, Variables

IWoreguiations:

0d(Promo)) isia function: of Iog(Price)

og(Units)iis a function of leg(Promo) and
og(Price)

Log(Promo)ris endogenous! Iii errors are
correlated between; eguations.

s Results in inconsistent estimates
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Example

Retailer plans premotional spending in
anticipation’ off demand

= Expectation) off low:demanal resultsiin nigher

promotional spenc
s EXpectation of hig

Ing

promotional spene

1 demand! results in lewer
Ing
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Most Impertant Variable?

Simulated model:
s Log(Units) = 7 — 2*log(Price) + -*log(Promo) + e
s Corr(e/log(Promo)) = -0.86

Standard
Coefficients Error t Stat P-value
Intercept 9.906 0.256 38.702 0.000

Log Price -2.012 0.074 -27.221 0.000
Log Promo 0.159 7.393 0.000
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Next Steps

Durbin=\Wu=EHatsman Test

Some fixes
» [nstrumental variables
a Iwe Stage Léeast Sguares

Geod News
s [ youl bill by the; hour

Bad News
s [ youl have a fixed contract

30



Marketing Manager's Impoertance

“Econometric niceties may. interest you,
put they: dor not: refilect the world I live; in.™

Competitive; response
Perceptions anal attittides

Considerations outside scope off study
= Organizationall constraints

s [Institutional inertia

s [Ime horizons
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Competitive, Response

iHUge academic literatire
“Strategic)variables™ insteadl of “Drivers

Eragile Models

s [heoretical and empirical results are sensitive
{0 moedel assumptions and Initial’ conditions

Overly: simple models

s W0 competitors, one product, and
NeMOJgeneous’ customers, rational actors
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Attitudes and Perceptions

6000 subjects;evaluated more; than 100
attittidinal o perceptual itemsifior a
familiar preduct concepts infa meal
CatEgory,

More than 50 product concepts

s Branded FCPG

s Generic feods (apples; bread, ...)

Eachi subject evaluated only one concept
Stack data by stubject
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Perceptuall Maps or
Market Structure

Piscriminate analysis
MIDS

Cluster analysis
[Factor analysis

ELC
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Factor Analysis

FOU Factors
= Affect

s [Health

= Easy

x YUmmy.

Factor scores sum to 0 across products

Mean! factor scores within product de not
sUm o zero
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Impoertance?

Plethora off tinternal measuress
s Chi-sguared statistics

s Y% Variance or'eignevalties

s Cornbach’s alpha

s StFfess measures
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Client’s Perspective

Understanding market: structure; is good
Wiaat can: Monica do; terachieve ner
ebjectives?

Maps lack dependentivariable
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Include Behavioral Variables

Behavioral items
s Intention to buy.
s FUtUre freguency. off pUrchiases

[Fancy: models

s Structurall eguations
s PLS models

Roughand ready,
s CFA withi regression of factor scores
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Regress ITB on Attitude Factors

Model Summary

R Square R Square the Estimate
75535
a. Predictors: (Constant), ATT Factor 4: Yummy, ATT

Factor 3: Easy, ATT Factor 2: Healthy, ATT Factor 1:
Affect

Coefficients?

Coefficients Coefficients
-_ t
000

(Constant) 3.161E-15
ATT Factor 1: Affect 592
ATT Factor 2: Healthy 235
ATT Factor 3: Easy A1
ATT Factor 4: Yummy -.106

a. Dependent Variable: ITB Factor
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The Experiment not Perfermed

Study: explores cross) sectional correlations; of
[tems among subjects
Long & tenuous causality, chain

s Change in X produces chamngde in Affect that creates
change in I'TB that leads tor more; sales.

Study’ did not manipulate X
a Grumpy: Gus
s Perky Pat
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Tracking Studies

Correlate scores tor marketing activity
Viay: be infeasible toruse a panel
Need ter connect: study, outcome;—

satisfaction, leyalty, 1B, brand image; ...

{0 DUSINESS g0als
Adjust fior econemetric anemalies
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Unified Eramework

Bayesian [Decision

heory:— ther Real BDT:

Bayesi Models can compine; statistical
estimation With decision; making

Verges statistical and manaderial

Importance

43



Bayesian; Decision Model

Decision )
Model Actions States Consequences

Inference
Model

|
|

|

|

|
Separable Parts: |
Don’t mix them :
|

|

|

|

Bayes Objective
Theorem Function
Updating
Integration

Result [ Optimal Decisions J

44



SImply. Bayes:
Estimating ar Mean
Y, =u + ¢

Errer termsi e ;- are lid nermal
s Mean'Is zero

a Standard deviation| of error terms IS .

n ASstymeé that o 15 kKiiowiri

Prior distribution for w isinermal
= Priorr mean IS mp
s Prior variance isi V2
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Posterior Distribution

m =wy+(l-w)m,

Observe n data points

Posterior distribution
IS nermal ——andO0<w<1
= Mean st

m Variance;is V-2

POsterior mean
shrinks sample mean
towards: prior mean
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Prior & Posterior n=5

Prior

Posterior — Likelihood

Prior is different
than data




Prior & Posterior n=50

Prior

Posterior — Likelihood

Data overwhelms
misleading prior




Prior & Posterior n=5

Prior Posterior — Likelihood

Less informative prior




Prior & Posterior n=50

Prior Posterior — Likelihood

No compelling reason to be
Bayesian for estimating a mean




HB Model for Weekly: Spending

Within-subjec

IS Or subject-level model

m Yi; = £ gy for subject iland week ]

x Mean' fior hou

seholdiiis w;, & g5 IS error

Between-subjects or heterogeneity. in
NOUSENGId MEaNS

x OIS population; mean and: o; IS randon erroer

51



Between-Subject Heterogenelity in

Mean| Heusehoeld Spending

c
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10
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60
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Between & Within Subjects
Distributions

—— Heterogeneity —— Subject 1 —— Subject 2 — Subject 3

0.4
0.3

0.2

c
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-
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-
i
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0.0
o) 10 20 30 40 50 60

Spending
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2. ©bservations per Subject:

— Heterogeneity — Subject 1 = Subject 2 — Subject 3
0.4
0.3

0.2

c
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-
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i
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0.1

0.0

Spending




Pooled Estimate oft Mean

— Heterogeneity — Subject 1 — Subject 2 — Subject 3
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HB! Shrinkage; Estinmator

Combines individuallaverade and pooled averade

WZ-Z T (1 —W; )Y

IHBrautomatically: gives eptimal Weightsi based on
s Prior Variance: off [

= Number off observations fior subject |

= Variance of past spending|fior subject |
= Number of subjects (Many Ss & few 0bs/Ss)

= Amount of heterogeneity: in household means

Real benefit if data are
broad and shallow
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Shrinkage: Estimates
TIWE ObSEervations per subject

— Heterogeneity — Subject 1 = Subject 2 = Subject 3

Subject 3 has more shrinkage to
0.4 - grand mean than subjects 1 and 3

0.3 - T" ¢—eo T
><-}><
0.2 - P G I X R 1

0.1 -

0.0 \ \ —

o) 10 20 30 40 50 60
Spending

c
O
wid

-
0
-
)
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Shrinkage: Estimates
20 Observations per' Subject

— Heterogeneity —— Subject 1 — Subject 2 — Subject 3

0.4 Less shrinkage with more obs per Ss

0.3 - ¢
0.2 Xx IR+ AEHH+ o+

0.1 -

c
@)
I;
-
o)
-
d
D
o

0.0 ‘ ‘
0) 30
Spending




Bayes & Shrinkage Estimates

Auteomatically: determine eptimal shrinkage
Minimizes MSE

Borrows strength firom' all' Stbjects
liradeefi*some bias er Variance reduction
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Posterior Expectations
py: Monte; Carlo

Compute; pesterior mean: off flnction 1i(0).

E[T(6)y]=[T(0)p(0]y)do

Generate randemi diaws 0y, 05, ..., 6. firom
posterior distribution Using a randen NUmber
JEnerator.
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Good & Bad News

liFyour computer has al randem: AUmber
denerator fior the pesterior distribution,
Monte Carlol s a snap; te doe.

Your computer almoest never has the
cosrect randomi nUmpber generator:

Markoyv: chain Monte Carle (MEME) and

VMetropolis algerithms get the job done
I YOUr ClIent carmn walt
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Example

Metric (ratings) conjoeint experment
179 subjects
16/ persenal’ computer profiles
13 binary: attriputes

7. subject-level covariates

Y. = likelinood off purchasing computer
described by profile; on 0 tor 10/ scale.

s Lenk, DeSarbe, Green, and Young (1996)
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Model

Within subject |

Y = X + &

Between subjectsk
parameter heterogeneity,

p; = Oz; + o

63



Estimated ©

| Constant| FEMALE  YEARS OWN  NERD| APPLY EXPERT

doeme | 7 e | | %
Hot Line 0.233

BoSewen | 0| | ey o o
Big Screen

s | | oowo | | "™
Hard Disk -0.160

Cane | L eom
Cache 0.047
Ee T e ™ I ™
Retail 0.021 -0.030
Software 0.322 -0.032

oneree | sl oss | |
High Price -1.522 0.386

Displayed posterior means are bigger
than two posterior standard deviations
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Important Variables

S0, SEreen sizel Is not an Important factor?

INot so fiast, thisiis anl HBmodel.

5 B[S the mean ofi the Neteregeneity. in
partworths:

s A Zero O only: means) that the distribution of
neterogeneity: is at zero

5| Some; people like big screems, and others
don't.

= You need 6=0'and var(o) very small.
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\/ariable Selection in OLS

OLS s fragile

Need te be circumspect when adding a
Variable because bad things can happen

s Degrees of fireedom
s [Lack off model fit

m Outliers

s Multicellinearity

s Endogeniety.
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Bayes Moael Selection

Pick model to: maximize; utility,— same as
JdENEric discriminate analy/sis

x| POSterior propability, o moedel given data if
miss-classification’ costsf are equal

s Bayes factors iff prior’ probabilities off models
are egual

Ad NOC procedures
s Posterior Means/ Posterior STDr DEV
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Bayes World is Different:

Variable selection Is' not as Important as in OLS

Jimmy. Savade said, “Use modelsiasibig asian
elephant.”™

Prior for Coefficients) helps terameliorate adverse
alfiects off adding nen-significant! Varialles

s SEt prior mean: to Zero

s Set prior std dev to reflect problem

a Shrinkage estimator (ridge; regression)
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Better Yet

Workewithr the marketing mamnager: toe
answer her real guestion

s Objective function I

s {7 = QX)) where @ are model parameters

s Example: I7isi cheice share, and X are product:
features; and @ are partworth Heterogeneity.

Pick X# to optimize f
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Bad: Plug-in Estimators

Estimate, @ with @~
Plug @ inter objective function: fOX, @)

Eind X# tormaximize f(X, Q")
X# = arg max f(X, Q")

Works! i fHistlinear or nearly: linear
[DOESs ot account for the Uncertainty. in @.
Results are too “sharp”
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Bayes; it Up

In=line optimization
Generate @y, ..., @y firon the pesterior
distrbution; (viai MCME?)

Find X7 ter maximize f(OX, Q) for each of:
the simulated values

Explore; posterior distribution of X7 by
means of X.#, ..., Xy

s Means std deys, histograms, ...
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BDT

VICEMIC Eunction Optimizer
Q, FOX, Q) X,”
Q, F(X,€2,) X7
Q5 F(X,€2;) X57

QM f(XIQM) XM#
Posterior distributions

Optima

f(X:7,2y)
f(X3"/<2)
fi(X57,€25)

1:(XM#lglM)
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Example: Choice Based Conjoint

Randem: Utility: Medel

Subject’s I utility fior Brand j IS

Uis = Bio + By oXg ot B X0+ &5

Error term 1S multivariate nermal (prebit)
X'S|are product attributes

Picksorandijiir U is maximum

IHeterogeneity: 5 = ©z + o;
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Example

Data provided by Sawteoth Sefitware
Joint werks with Rebert Zeithammer
526 I'F purchasing manager

5 Brands off personal cComputers

3/ choice tasks per subject

4 alternatives per choice task
s 5/ Dramnds anad “INone™
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Utility: Covariance Matrix

| |BrandA BrandB BrandC BrandD BrandE

BrandA 0.01 -0.12
BrandB 0.95 0.08
BrandC 0.08 1.18

BrandD -0.16 -0.13
BrandE -0.41 -0.45

If subject likes Brand A more than expected, he or
she will like Brands D and E less than expected
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2OSteriq oaNn Or (5
CNST ExPayLow ExPayHig |Expert Female SmallCo LargeCo

BrandA 0.768 -0.421 0.302
BrandB 0.882 -0.382 -0.406
BrandC 0.459 0.455 -0.458 -0.471
BrandD 0.400 -0.584 -0.544
BrandE -0.597 -0.354 -0.691
LowPerfo -1.574 -0.326
HighPerf 0.566 0.267 0.371
TeleBuy -0.192 0.231
SiteBuy 0.328
ShortWar
LongWar 0.401
MFGFix -0.679 -0.399
SiteFix 0.342
Price2 0.315 -0.291 -0.291
Price3 -0.723 -0.296
Price4 -0.977 -0.661 0.287




Simulated Market Share

[Fix' 5 product specifications

DUring each Iteration

sl Generate supjects latent utility’ fer each
Product

x| Pick the preduct with maximum; utility
s Compute market share

Distribution; ofi market shares

7
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Posterior Means and STD DEV

Brand Mean STD DEV
A 0.45 0.030
B 0:04 0:014
C 026 0:028
D 0-20 0:029
= 0.05 0.015
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HIStogram o POSterior DIstrpution
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Important Variables:
Sensitivity: Analysis

I client 1 currently at X

s f(X, Q) form=1, .., M
Change components off X;

n i(X+AX, Q) form =1, ..., M
BaSe INMPortance on

u Af = f(Xo+AX,Q) - f(Xo, Q) form = 1, ...
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Conclusion

Managerialfimpoertance Is different: from
statistical Importance

Bayesian decision theory provides a
Unified firamework to accolnt: for statistical
UNCcertainty, in manaderial meaning of
mportance
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