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This article theoretically explores the characteristics underpinning quadratic term struc-
ture models (QTSMs), which designate the yield on a bond as a quadratic function of
underlying state variables. We develop a comprehensive QTSM, which is maximally
flexible and thus encompasses the features of several diverse models including the dou-
ble square-root model of Longstaff (1989), the univariate quadratic model of Beaglehole
and Tenney (1992), and the squared-autoregressive-independent-variable nominal term
structure (SAINTS) model of Constantinides (1992). We document a complete classifi-
cation of admissibility and empirical identification for the QTSM, and demonstrate that
the QTSM can overcome limitations inherent in affine term structure models (ATSMs).
Using the efficient method of moments of Gallant and Tauchen (1996), we test the
empirical performance of the model in determining bond prices and compare the perfor-
mance to the ATSMs. The results of the goodness-of-fit tests suggest that the QTSMs
outperform the ATSMs in explaining historical bond price behavior in the United States.

Arguably the most popular state-of-the-art term structure models are affine
term structure models (ATSMs), which designate the yield or log bond price
as an affine function of the underlying state variables. A sequence of ATSMs
including the ground breaking studies of Vasicek (1977) and Cox, Ingersoll,
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and Ross (1985b) (CIR hereafter) has been developed, and Duffie and Kan
(1996) clarify the primitive assumptions underlying this framework. There
have been three major innovations in the evolution of ATSMs. The first
innovation is the specification of a single state variable diffusion process
driving ATSMs which can better explain the empirical stochastic process of
the short rate or its volatility.1 The second innovation is the extension of
single state variable ATSMs to their counterparts with orthogonal multiple
state variables. This innovation is motivated by empirical evidence which
suggests that single-factor ATSMs are unable to explain the dynamics of
the U.S. term structure, and is developed in two different branches. The
first branch directly extends the single-factor representation of the short rate
by introducing a stochastic central-tendency factor and/or stochastic volatil-
ity see Andersen and Lund (1997), Balduzzi et al. (1996), Chen (1996),
and Jegadeesh and Pennachi (1996). The second branch specifies the short
rate as an addition of several state variables see Chen and Scott (1992),
Longstaff and Schwartz (1992), Sun (1992), Pearson and Sun (1994), and
Knez, Litterman, and Scheinkman (1996). The advantage of the first branch
is that it provides an economic interpretation for the underlying state vari-
ables. The second branch results in bond prices that are simply the product of
single-factor bond prices due to the additive property of the state variables,
facilitating the models’ empirical analysis. Dai and Singleton (2000) show
that the first branch of models can be suitably represented as special cases
of the second branch after reparameterization when correlations among state
variables are allowed. The final innovation is the extension of multifactor
dynamic models through the incorporation of nontrivial correlations among
the state variables, which is again motivated by empirical concerns. This the-
oretical extension is first introduced in Langetieg (1980) in Gaussian models
and pioneered in Duffie and Kan (1996) and its importance in an empirical
context is examined in Dai and Singleton. In addition, Dai and Singleton
characterize the admissibility of ATSMs and explore a maximally flexible
ATSM that empirically nests all other ATSMs as its subfamily.

Despite the above-mentioned innovations accumulated in the development
of ATSMs and their relatively promising empirical performance [Dai and
Singleton (2000)], there are several good reasons for researchers to consider
term structure models that are not members of the ATSM family. First, as
documented in Dai and Singleton, ATSMs have a theoretical drawback which
hampers their empirical performance. The form of ATSMs requires a trade-
off between the structure of bond price volatilities and admissible nonzero

1 The Vasicek model, which is based on the Ornstein–Uhlenbeck process (continuous-time AR(1) process), has
a drawback in that it generates homoscedastic volatility of the short rate. The CIR model incorporates the
property of heteroscedastic volatility of the short rate, where the volatility is a function of the level of the
short rate. Pearson and Sun (1994) extends the CIR model by introducing a positive lower bound on the short
rate.
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conditional correlations of the state variables.2 Let Am�n� denote an ATSM
with m state variables with square-root processes and n−m Gaussian fac-
tors, following the notation of Dai and Singleton. Admissibility of an ATSM
requires nonnegative correlations among the m square-root factors. As such,
an increase in m limits the flexibility of the ATSM in specifying condi-
tional/unconditional correlations while giving more flexibility in specifying
heteroscedastic volatility. Therefore we expect that the goodness-of-fit of
ATSMs may be weakened in settings where state variables have pronounced
conditional volatility and are simultaneously strongly negatively correlated.
In related evidence, Duffee (2000) finds that ATSMs forecast future yield
changes poorly; a martingale provides better yield forecasts. A second and
related issue is that the results of Dai and Singleton suggest that there may
be some omitted nonlinearity in the ATSMs since the pricing errors of the
ATSMs are sensitive to the magnitude of the slope of the (swap) yield curve
and highly persistent. Finally, the only ATSM that ensures a strictly positive
nominal interest rate is Am�m�, in which all state variables are square-root
factors. Therefore ATSMs cannot simultaneously allow for negative corre-
lations among the state variables and guarantee positivity of the nominal
interest rate.

Since the ATSMs that Dai and Singleton (2000) examine are maximally
flexible, the aforementioned potential drawbacks of ATSMs provide a motiva-
tion for the development of a nonaffine family of term structure models. Com-
pared to the ATSMs, nonaffine term structure models have been relatively
slow to develop. This family of models can be broadly classified into two sub-
groups. The first group includes the double square-root model of Longstaff
(1989), the multivariate quadratic model of Beaglehole and Tenney (1991),
the univariate quadratic model of Beaglehole and Tenney (1992), the squared-
autoregressive-independent-variable nominal term structure (SAINTS) model
of Constantinides (1992), the quadratic model of Karoui, Myneni, and
Viswanathan (1992), and the generalized SAINTS model of Ahn (1995).
A heuristic sketch demonstrates that these models have some structural sim-
ilarities in that the state variables are characterized as Gaussian diffusions
and the instantaneous interest rate is represented as a quadratic function of
the state variables. Despite these similarities, no rigorous study has formally
clarified the relationships and differences among these models. The second
group is the nonaffine model developed by Ahn and Gao (1999). This model
is based on state variables with inverted square-root diffusions, and is clearly
distinguished from the first group of models.

2 To be precise, Dai and Singleton (2000) discuss a trade-off between the conditional variance of state variables
and the admissible structure of the correlation matrix for the state variables. However, given the unobserv-
ability of the state variables and an affine functional relationship between state variables and yields (including
the short rate), of central importance is the time-varying volatilities of bond returns and the short rate rather
than the state variables themselves.
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This article theoretically investigates characteristics underpinning the first
group of models, which we refer to as quadratic term structure models
(QTSMs). Specifically, we develop a comprehensive QTSM, which is maxi-
mally flexible and thus encompasses all features of the diverse models men-
tioned above. This full-fledged QTSM has the potential to overcome the
aforementioned limitations of ATSMs. We demonstrate that the QTSM main-
tains admissibility without sacrificing flexibility in modeling heteroscedastic
volatility and negative correlation among factors. This feature of the QTSM
results from the combination of Gaussian state variables and a quadratic
relationship between the state variables and the yields (including the short
rate). In addition, QTSMs belong to a family of nonaffine term structure
models, and thus they have the potential to capture omitted nonlinearities
documented in Dai and Singleton (2000). Finally, because of the quadratic
functional form, QTSMs allow for strictly positive nominal interest rates
without imposing restrictions on the correlation structure of state variables.
As such, QTSMs accommodate characteristics that can potentially overcome
the shortcomings of ATSMs.

We also formally explore how the all-encompassing QTSM can nest all
other QTSMs as special cases. In particular, the method of derivation and
description of the SAINTS model prevents direct comparison between the
SAINTS model and alternatives, and thus makes it difficult to infer which
of its features lead to superior or inferior empirical performance relative to
the alternatives. With an invariant transformation, we demonstrate that, with
reparametrization and certain restrictions, our all-encompassing QTSM can
be reduced to the SAINTS. As a by-product of this analysis, we identify some
exogenous restrictions on the market prices of factor risks imposed by the
SAINTS model. These restrictions are inherited from a direct specification of
the stochastic discount factor and, as a result, there is no economic reasoning
behind them.

It is surprising that despite a decade of history of QTSMs, little rigor-
ous empirical study of any subfamily of QTSMs has been undertaken. An
empirical implementation of QTSMs is complicated by the need to estimate
the parameters of unobservable stochastic processes. Unlike ATSMs, even
in the single state variable case, the short rate is not a sufficient statistic for
the term structure since the short rate and yields are quadratic functions of
an unobserved state variable. Furthermore, since the models are specified in
the continuous time domain, the estimation method must address issues of
discretization bias [see, e.g., Aït-Sahalia (1996a)]. These issues have been
a major hindrance to empirical implementation of a family of QTSMs. The
only empirical study of a family of QTSMs of which we are aware is Lu
(1999), which computes nonlinear filter estimates of a two-factor SAINTS
model using Kitagawa (1987), and compares its goodness-of-fit with that of
a two-factor orthogonal CIR model.
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We use the efficient method of moments (EMM) of Gallant and Tauchen
(1996) to estimate a wide variety of QTSMs. The EMM is a suitable estima-
tion scheme for QTSMs since it can overcome the aforementioned difficulties
surrounding their empirical implementation.3 Following Dai and Singleton
(2000), we simultaneously use time-series data on short- and long-term Trea-
sury bond yields to explore QTSMs empirical properties. We investigate four
different parameterizations of QTSMs: the full-fledged QTSM (QTSM1), the
QTSM with orthogonal state variables but with interactions in determination
of the short rate (QTSM2), the QTSM with orthogonal state variables and
without interactions in determination of the short rate (QTSM3), and finally
the SAINTS model (QTSM4). This classification of QTSMs is informative
since each model is nested in the next more-flexible version (i.e., QTSMi ⊂
QTSMj for i > j). This hierarchy lets us explore the sources of improvements
in the goodness-of-fit of QTSMs.

Our specification tests indicate that the QTSM class of models provides
a good description of the dynamics of zero-coupon bond yields. We find
that the restrictions imposed by the SAINTS model of Constantinides (1992)
result in strong rejection of the QTSM and that relaxing these restrictions
dramatically improves the fit of the quadratic class of models. When we
allow for correlation among the state variables in the full-fledged model,
QTSM1, we find that the performance is improved further, and the QTSM
provides a good fit for term structure dynamics. In contrast, our specification
test results suggest that the maximally flexible ATSM investigated in Dai and
Singleton (2000) cannot fit these data even as well as the orthogonal QTSM,
QTSM3, despite incorporating correlations among the state variables.

The remainder of this article is organized as follows. In Section 2 we
provide a general characterization of QTSMs, describing the framework for
the model, nested cases, and a general equilibrium that supports QTSMs. In
Section 3 we explore the canonical form of the model, which allows us to
implement the model empirically. Section 4 provides a discussion of the data
and EMM methodology that we use for examining the fit of the the QTSM.
The empirical results of the EMM estimation and further measurement of
the model’s fit are provided in Section 5. We make concluding remarks in
Section 6.

1. A Characterization of QTSMs

The economy is represented by the augmented filtered probability space
�	
F 
� 
 P�, where filtration � = �t�0≤t≤� . We first assert the existence

3 An alternative estimation scheme that accommodates both the unobservability of the state variables and the
nonlinearity of the yields in the factors is the extended Kalman filter, which is employed, for example, in
Claessens and Pennachi (1996). However, in general, the extended Kalman filter suffers from approximation
error, which requires simulation-based correction. This is an indirect inference method [Gourieroux, Monfort,
and Renault (1993)], which is equivalent to the EMM. However, the EMM is known to have computational
advantages.

247



The Review of Financial Studies / v 15 n 1 2002

of a positive state-price density process, M�t�, which defines the canonical
valuation equation:

x�t�= EP
t

[
M�T �

M�t�
x�T �

]

 (1)

where x�t� is the price of an asset, x�t
w� � �0
��×	 → �+, and EP
t �·�

denotes the expectation conditional on the information at time t, �t under the
physical probability measure P . We refer to M�t
T �

�= M�T �

M�t�
as the stochastic

discount factor, which discounts payoffs at time T into time t value under
the stochastic economy.

As shown by Harrison and Kreps (1979) and Harrison and Pliska (1981),
under the assumption of a complete market, there is a unique equivalent
martingale measure Q under which all money market scaled asset prices
follow a martingale:

x�t�

B�t�
= EP

t

[
dQ�t
 T �

dP�t
 T �

x�T �

B�T �

]
�= EP

t

[
� �t
 T �

x�T �

B�T �

]
= EQ

[
x�T �

B�T �

]

 (2)

where B�T � denotes a money market account and B�t� = exp�
∫ t

0 r�s�ds�,
where r�s� denotes the locally riskless instantaneous rate at time s. � �t
 T �=
�dQ �t
 T �/dP �t
 T �) is called the Radon–Nikodym derivative in the litera-
ture, which is equivalent to the conditional stochastic discount factor, M�t
T �

when r�s� = 0 ∀ s ∈ �0
� �. Given the uniqueness of the stochastic dis-
count factor, the equivalence of Equations (1) and (2) yields the relationship
between the stochastic discount factor and the Radon–Nikodym derivative:

M�t
T �=
(
B�t�

B�T �

)
� �t
 T �=

[
exp
(
−
∫ T

t
r�s�ds

)]
� �t
 T ��

We assume that x�T � is the nominal payoff of an asset, which results in
M�t
T � as the corresponding nominal stochastic discount factor. Constan-
tinides (1992) demonstrates that the nominal stochastic discount factor is
the product of the inverse of the gross inflation rate and the real stochastic
discount factor.

Following Hansen and Richard (1987), we directly explore the stochas-
tic process of the nominal stochastic discount factor, M�t
T �. This pricing
kernel approach is popular in the existing term structure literature [see Con-
stantinides (1992), Ahn and Gao (1999), and Dai and Singleton (2000)]. As
is shown by Harrison and Kreps (1979), there always exists an equilibrium
that supports any admissible stochastic discount factor. As such, we will also
demonstrate a general equilibrium that supports the prespecified diffusion
process of the stochastic discount factor in Appendix C.
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1.1 QTSMs
In this section we establish an N -factor QTSM by directly specifying the
time-series process of the nominal stochastic discount factor. This pricing
kernel approach hinges on the following three assumptions regarding the
stochastic differential equation (SDE) of the stochastic discount factor and
the N ×1 vector of state variables Y �t�.

Assumption 1. We represent the time-series process of M�t� as the SDE

dM�t�

M�t�
= −r�t�dt+1′

Ndiag�!0i+!′
1iY �t��N dwN �t�

= −r�t�dt+1′
N

[(
!0 +!1Y �t�

)�dwN �t�
]

 (3)

where
!0 = �!01!02 · · ·!0N �

′!1 = �!11!12 · · ·!1N �
′


and � is a Hadamard product, an element by element multiplication. wN�t�
is an N -dimensional vector of standard Wiener processes which are mutually
independent.4

Assumption 1 states that the diffusion in Equation (3) is represented as
an affine function of the state variables. This specification is unique in the
sense that the diffusion is determined by constants and the level of state
variables. Notice that the drift in Equation (3) is −r�t�, which stems from
the martingale property of the stochastic discount factor M�t� [see Harrison
and Kreps (1979) and Cox, Ingersoll, and Ross (1985a)].

Assumption 2. The nominal instantaneous interest rate is a quadratic func-
tion of the state variables:

r�t�= "+#′Y �t�+Y �t�′$Y �t�
 (4)

where " is a constant, # is an N -dimensional vector, and $ is an N ×N
matrix of constants. We assume that "− 1

4#
′$−1#≥ 0N , and $ is a positive

semidefinite matrix.

As such, the nominal interest rate is a generalized positive semidefinite
quadratic form. This form for the nominal interest rate is the property which
designates the model QTSMs, which are clearly distinguishable from ATSMs.
The sign restrictions on the parameters are required to ensure the nonnegativ-
ity of the nominal interest rate. Since $ is positive semidefinite, we obtain
the lower bound on the short rate, "− 1

4#
′$−1# when Y �t� = − 1

2$
−1#.5

4 diag�xi�N denotes an N -dimensional diagonal matrix with diagonal elements of xis �i = 1
2
 ) ) ) 
N �.
5 The lower bound on the short rate, "− 1

4#
′$−1, can be strictly positive, which may be a minimum value of

the interest rate that monetary authority can allow for to accelerate economic growth.
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This is one of the advantages of QTSMs since ATSMs cannot, in general,
guarantee this desirable property. Only in the case of An�n� models [(poten-
tially correlated) multifactor CIR models] can the positivity of the short rate
be assured.

Assumption 3. The SDEs of the state variables Y �t� are characterized as
multivariate Gaussian processes with mean reverting properties:

dY �t�= �*++Y �t��dt+,dzN �t�


where * is an N -dimensional vector of constants, + and , are N -dimensional
square matrices. We assume that + is “diagonalizable” and has negative
real components of eigenvalues. zN �t� is an N -dimensional vector of stan-
dard Wiener processes that are mutually independent. The correlation matrix
between dwN �t� and dzN �t�, covt�dwN �t�
 dzN �t�� is denoted by . , an N -
dimensional square matrix of constants.

The time-series process of the state variables is represented as a Gaussian
process, which is characterized by steady-state long-term means of −+−1*, a
mean response matrix of −+, and a constant instantaneous covariance matrix
,,′. + is assumed to be diagonalizable and to have negative eigenvalues in
order to ensure the stationarity of the state variables.6

The SDEs of the state variables characterize the corresponding transition
densities and marginal densities of Y �t�. Define U as the matrix of N eigen-
vectors and 0 as the diagonal matrix of eigenvalues,

U
�= �u1 u2 · · · uN � and 0

�= diag�2i�N �

U−1+U =0, since the diagonalizability of + ensures the linear independence
of the eigenvectors. Then the transition densities for the state variables are
represented as multivariate Gaussian densities (see Appendix A for a proof):

Y �t+ 3��Y �t�∼ MVNN �E�Y �t+ 3��Y �t��
 var�Y �t+ 3�Y �t���
 (5)

where

E�Y �t+ 3��Y �t�� = U0−1�4�3�− IN �U
−1*+U4�3�U−1Y �t� (6)

var�Y �t+ 3��Y �t�� = U

[
vij�exp��2i+2j�3�−1�

2i+2j

]
NN

U ′ (7)

4�3�
�= diag�exp�2i3��N (8)

�
�= �vij �N = U−1,,′U ′−1

� (9)

6 As is shown by Beaglehole and Tenney (1991), if all of the eigenvalues of + are negative and real, the
conditional expectation exponentially decays toward the stable point. If + has negative complex eigenvalues,
the conditional expectation of the state variables exhibit oscillatory decaying behavior toward the stable point.
In contrast, in the case where a single eigenvalue of + has a positive real component (either real or complex),
the state variables are nonstationary, either oscillating or drifting to some infinite value.
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Note that there are two channels through which interdependencies among
state variables are determined: (i) the off-diagonal terms of + which deter-
mine feedbacks in the conditional mean, and (ii) off-diagonal terms of ,

(along with +) which characterize the conditional covariances of the state
variables. Therefore, when + and , are diagonal matrices, the diagonal is
� , which yields a diagonal covariance matrix.7 Provided the admissibil-
ity conditions in Assumption 3 are satisfied, the steady-state distribution of
Y �t� is multivariate Gaussian with the following mean vector and covariance
matrix:

E�Y �t��=−+−1*
 var�Y �t��= U

[
− vij

2i+2j

]
U ′�

We next turn to the distribution of the interest rate dictated by the QTSM.
Appendix B derives the conditional and unconditional distributions, which
can be represented as an infinite mixture of noncentral 72 distributions of
the form8

Pr�r = "+Y �t�′$Y �t�≤ r0�=
�∑
j=0

ej

[
72
N+2j

(
N∑
j=1

82
j

)
≤ r0 −"

9

]

 (10)

where ej , 8j , and 9 are defined in Appendix B. Appendix B also derives the
first and second moments of the interest rates. This distribution is reduced to
a noncentral 72 distribution only if the state variables Y �t� are orthogonal.
Therefore the functional form of the QTSM drives the distribution of the
interest rate, which is different from either the SAINTS model or Beaglehole
and Tenney (1992).

Based on these assumptions, we can solve for bond prices. Let V �t
 3�
denote the nominal price at time t of a default-free bond that pays $1 at
time T = t+3 . From the fundamental valuation equation [Equation (1)], we
immediately know

V �t
 3�= EP
t �M�t
 t+ 3���

In order to solve this expectation, we write the SDE of the normalized bond
price Z�t
 3�= V �t
 3�/B�t�,

dZ�t
 3�

Z�t
 3�
= �a�t
 3�− r�t��dt+b�t
 3�dzN �t�


7 When + is a diagonal matrix, U = IN .
8 For simplicity, we derive the distribution under the assumption of # = 0N , which is one of the important

conditions in the canonical form that we will discuss in Section 3.
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and applying Ito’s lemma leads to

a�t
 3� =
[

1
2

tr
(
,,′ =2V �t
 3�

=Y �t�=Y �t�′

)
+
(
=V �t
 3�

=Y �t�

)′

× �*++Y �t��+ =V �t
 3�

=t

]/
V �t
 3�

b�t
 3� =
( =V �t
3�

=Y �t�

V �t
 3�

)′
,�

From Assumption 1, the product of the Radon–Nikodym derivative � �t
 T �
and the normalized bond price Z�t
 3� is written as

d�� �t
 t+ 3�Z�t
 3��

� �t
 t+ 3�Z�t
 3�
= �a�t
 3�− r�t�+b�t
 3�.�!0 +!1Y �t��dt

+b�t
 3�dzN �t�+>′N �!0 +!1Y �t���dwN �t��

Equation (2) asserts that � �t
 t+ 3�Z�t
 3� is a martingale, which leads to
the expression for the excess return on the bond:

a�t
 3�− r�t�=−b�t
 3�. �!0 +!1Y �t��


and equivalently[
1
2

tr
(
,,′ =2V �t
 3�

=Y �t�=Y �t�′

)
+ =V �t
 3�

=Y �t�′
�*++Y �t��+ =V �t
 3�

=t

]/
V �t
 3�

= r�t�−
[ =V �t
3�

=Y �t�′

V �t
 3�

]
,.�!0 +!1Y �t��� (11)

Equation (11) is a fundamental partial differential equation (PDE) for a bond
price. Its left-hand side stands for the instantaneous expected return on the
bond, which is derived from Ito’s lemma. In contrast, the right-hand side
expresses the instantaneous expected return as a sum of the instantaneous
risk-free rate and the risk premium of the bond. In turn, the risk premium of
the bond is a multiplication of two components. =V �t
3�

=Y �t�
/V �t
 3� is a vector

of sensitivities to the state variables, and −,.�!0 +!1Y �t�� represents the
covariance between the state variables and the stochastic discount factor,
covt�dY �t�
dM�t�/dM�t��, which is the market-wide price of factor risks.
Since the stochastic discount factor is not observable, we are not able to
separately identify . , !0, and !1. These parameter vectors or matrices, as
well as ,, are constant. This feature allows us to define new notation for the
market price of risk

?0
�= −,.!0
 ?1

�= −,.!1
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which enables us to reexpress the total market price of risk as ?0 +?1Y �t�.
By rearranging the terms of Equation (11) we get the implied risk-neutral
valuation scheme:[

1
2

tr
(
,,′ =2V �t
 3�

=Y �t�=Y �t�′

)
+ =V �t
 3�

=Y �t�′

× ��*−?0�+ �+−?1�Y �t��+
=V �t
 3�

=t

]/
V �t
 3�= r�t�� (12)

The Girsanov theorem states that this PDE is consistent with the valuation
scheme under the risk-neutral measure, or Q measure, under which the SDE
of the state variables is written as

dY �t� = �*−?0 + �+−?1�Y �t��dt+,dz̃N �t�

�= �*̃+ +̃Y �t��dt+,dz̃N �t�


where z̃N �t�= zN �t�+
∫ t

0 ,
−1�?0 +?1Y �s��ds. ?0 and ?1 adjust the constant

vector and the response matrix of the drift of the state vector SDE.
We turn next to the pricing of interest rate contingent claims. Provided

the aforementioned assumptions are satisfied, V �t
 3� is a solution for the
fundamental PDE [Equation (12)] given the terminal condition, V �t
0�= 1.
The solution is a exponential quadratic function of the state vector

V �t
 3�= exp�A�3�+B�3�′Y �t�+Y �t�′C�3�Y �t��


whereA�3�,B�3�, andC�3� satisfy the ordinary differential equations (ODEs),

dC�3�

d3
= 2C�3�,,′C�3�+ �C�3��+−?1�+ �+−?1�

′C�3��−$

dB�3�

d3
= 2C�3�,,′B�3�+ �+−?1�

′B�3�+2C�3��*−?0�−#

dA�3�

d3
= tr�,,′C�3��+ 1

2
B�3�′,,′B�3�+B�3�′�*−?0�−"


with the initial conditions A�0� = 0, B�0� = 0N , and C�0� = 0N×N . These
ODEs can be easily solved numerically. The yield-to-maturity, yt�t
 3�, is
defined as −�lnV �t
 3��/3 ,

yt�t
 3�= 1
3
�−A�3�−B�3�′Y �t�−Y �t�′C�3�Y �t���

The yield is a quadratic function of the state variables. Therefore the QTSMs
are nonlinear models, a feature which is particularly attractive considering the
nonlinearity strongly evidenced in Ahn and Gao (1999). Even in the case of
a model with a single state variable (N = 1), the same level of the interest
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rate can generate different yield curves, depending on the sign of the state
variable Y �t�. As such, the nominal interest rate is not a sufficient statistic for
the underlying state variable in a single state variable case. This is a feature
that distinguishes the QTSMs from the single-factor ATSMs, in which the
interest rate is always a sufficient statistic for the underlying factors. The
distribution of the yield is characterized as an infinite mixture of noncentral
72 distributions, which is similar to Equation (10).

We derive the QTSM based on an exogenous assumption regarding the
SDE of the stochastic discount factor M�t
T �. In Appendix C, we analyze
a general equilibrium that supports the QTSM.9 One point to note is that
this general equilibrium model does not elaborate on inflation. Therefore the
model is based on a real economy rather than a nominal economy.

1.2 The nested models
The QTSM that is developed in this article is similar to the model of
Beaglehole and Tenney (1991), but with significant refinements. Their model
resides in a risk-neutral economy, and thus does not specify the market price
of risk. Second, their solutions for bond prices require numerical integration
in addition to the solution of a system of equations. In contrast, our frame-
work simply involves the solution of a system of ODEs.10 The QTSM can
be reduced to a variety of existing models as its special cases. These mod-
els include the double square-root model of Longstaff (1989), the univariate
quadratic model of Beaglehole and Tenney (1992), and the SAINTS model
of Constantinides (1992). In addition, the QTSM also nests a specific version
of CIR (1985b).

1.2.1 The univariate quadratic model [Beaglehole and Tenny (1992)].
This model was originally developed as a single-factor model. However,
under the assumption of orthogonality of the state variables, the model can be
suitably extended to a multiple state variable model. The required restrictions
which reduce the QTSM are

"= 0
#= ?0 = 0N 
$
 +
 ,
 ?1 = diagonal matrix�

9 Since the general equilibrium requires a wide variety of assumptions, such as the preferences of economic
agents, production technologies, and budget constraints, there may be multiple equilibria which support a
given prespecified stochastic discount factor. Therefore the general equilibrium that we demonstrate may be
one of many potential equilibria.

10 Beaglehole and Tenney (1991) derive solutions based on Green’s functions. Their solutions are, however,
impaired by errors. In their solution for a zero-coupon bond [Equation (16)], the coefficients of the state
vector [which correspond to B�3� and C�3� in our article] are constant rather than a function of time to
maturity.
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1.2.2 The double square-root model [Longstaff (1989)]. This model was
also developed as a single state variable model, which can be extended to a
multiple state variable version under the assumption of orthogonality of the
state variables. The solution of this model violates the viability condition. The
restrictions below yield an admissible model as suggested by Beaglehole and
Tenney (1992). The state variable Y �t� does not have zero as a reflecting
bound, but is unrestricted. The key feature of this model is that the state
variables are not mean reverting:11

"= 0 #= ?0 = 0N 
 $
,= diagonal matrix
 * �= 0N 
 + = ?1 = 0N×N �

1.2.3 A special version of the CIR model. The (orthogonal) CIR model is
an ATSM and thus does not seem to be consistent with the QTSM. However,
a QTSM with certain restrictions can be consistent with a particular version
of the CIR model. Put differently, these two apparently heterogeneous models
can coincide under certain conditions. The restrictions required are

"=0
 #=0N 
 $
 +
,
 ?1=diagonal matrix
 *=?0=0N �or *=?0��

This model corresponds to the multifactor CIR model wherein the SDE of
the state variable Yi�t�

c ∀ i = 1
2
 ) ) ) 
N is represented as

dYi�t�
c =
[
Cc
i

2

4
++ci Y �t�

c

]
dt+Cc

i

√
Yi�t�

c dzi�t�� (13)

This equivalence is easily illustrated by the fact that Yi�t�
c = Yi�t�

2. That
is, the restricted CIR model is a reparameterized model with a quadratic
transformation of the state variables.12 It is obvious to see that under the
orthogonality of the state variables, the conditional densities of the QTSM as
well as the CIR model are noncentral chi-squared distributions. They achieve
these chi-squared distributions in different ways and coincide only when
Yi�t�

c (= Yi�t�
2) follows a square-root process.

1.2.4 The SAINTS model [Constantinides (1992)]. It is not obvious to
see how the QTSM nests the SAINTS model. The SAINTS model is based

11 However, the interest rate exhibits mean reversion because of its quadratic form.
12 Notice that Equation (13) does not satisfy the Feller condition, and thus zero is accessible. However, the zero

boundary of Yi�t� is reflecting or temporarily sticking since Yi�t�
c is a quadratic function of a Gaussian pro-

cess, that is, Yi�t�
2, and the CIR solution is still valid. This case corresponds to the “unrestricted equilibrium”

in Longstaff (1992), wherein the process of the state variables, Yi�t�
cs, return immediately to positive values

if they reach zero. When the state variable is zero, its process is locally deterministic, dYi�t�
c = �Cc

i
2/4�dt.
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on the following assumptions regarding the SDE of state vector X�t� and the
stochastic discount factor:

dX �t� = −�X�t�dt+S dzN �t� (14)

M�t� = exp
[
−ht+

N∑
i=1

�Xi�t�− ci�
2

]

 (15)

where � and S are assumed to be diagonal matrices of constants, which
results in orthogonality among the state variables. The state variables have
trivial long-term means in Equation (14). Of greater interest, the stochastic
discount factor M�t� is represented as an exponential quadratic function of
the state variables. This specification for the stochastic discount factor jointly
determines the nominal interest rate and also the diffusion of the stochas-
tic discount factor (and eventually the market price of risk). Applying Ito’s
lemma leads to the corresponding SDE for the stochastic discount factor:

dM�t�

M�t�
=−
[ N∑
i=1

{
2
(
�ii−S2

ii

)
Xi�t�

2+2ci
(
2S2

ii−�ii

)
Xi�t�−S2

ii−2c2
i S

2
ii

}+h]dt
+2

N∑
i

Sii�Xi�t�−ci�dzi�t�� (16)

Comparing Equation (16) to Equations (3) and (4), we note that there is an
isomorphism in the two models in the specification of the interest rate and the
diffusion terms of the stochastic discount factor. To explore how the QTSM
nests the SAINTS model, we need to conduct an invariant transformation
(see Appendix D). The result reveals that the QTSM can be reduced to the
SAINTS model by imposing the following restrictions on the market prices
of risk:

# = 0N 
 $ = IN 
 +
,
?1 = diagonal matrix ?0i

= ±*i

(
+ii±

√
+2
ii−2,2

ii√
+2
ii−2,2

ii

)

 ?1ii =−+ii∓

√
+2
ii−2,2

ii�

Therefore the market prices of risk are restricted to be very specific func-
tions of the structural parameters.13 That is, the risk premia are determined
by the parameters governing the time-series evolution of the interest rates, +
and ,. Note that these matrices of parameters describe the stochastic pro-
cess of the interest rate, while the ?s, the risk premia, are the parameters
controlling the cross-sectional relationship among bonds at a given point in

13 Because the description of the SAINTS model imposes restrictions which yield nonlinear equations to solve
for the ?s, there are multiple solutions for the the ?s. For each state variable there are two alternative forms
of restrictions induced by the ± signs.
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time. Put differently, the structural matrices determine the evolution of the
economy under the physical measure P , whereas the ?s convert this evolu-
tion to its counterpart under the risk-neutral measure Q. Since the structural
parameters themselves govern the conversion of the probability measures,
the SAINTS model may perform poorly in fitting the cross-section of bond
yields relative to the comprehensive QTSM, which is a testable hypothesis.
The issue is that these restrictions are not the outcomes of economic rea-
soning, but rather the results of an exogenous specification of the stochastic
discount factor in Equation (15). Therefore the latitude of the model may be
limited. The QTSM can overcome this drawback because the model does not
impose any restrictions on the ?s.

2. Canonical Form of the QTSM

Dai and Singleton (2000) demonstrate that the fully specified ATSM does not
lend itself to specification analysis since not all parameters are empirically
identifiable under the assumption of unobservability of the state variables
Y �t�. A similar problem occurs in the QTSM. However, the identifiability
conditions for the QTSM are much simpler since its state variables have a
homoscedastic diffusion matrix. We define a canonical representation of the
QTSM which lends itself to empirical implementation. This model is a max-
imally flexible model which can be reduced to a wide variety of subfamilies
with appropriate restrictions on its parameters.

Definition 1. We define the canonical form of the QTSM by adding the
following restrictions on the QTSM that we develop in Section 2,

$ =


1 $12 · · · $1N

$12 1 · · · $2N

· · · · · · · · · · · ·
$1N $2N · · · 1

 


a symmetric matrix with diagonal terms of 1s. * ≥ 0. In addition, " > 0,
#= 0N , and + and ?1 are lower triangular matrices. , is a diagonal matrix.

The restrictions required to identify the QTSM are much simpler than
those needed to identify the ATSM. Any equivalent model which is defined
in Section 2 can be converted into the canonical form by an invariant trans-
formation which is defined in Appendix E. The assumption of # = 0N is
necessary to have * identifiable. In addition, #= 0N , together with positive
semidefiniteness of $ , is a suitable way to ensure the positivity of the nom-
inal interest rate. Notice that the lower bound on the interest rate is " in
the canonical form. The diagonal terms of $ are assumed to be 1s in order
to make the matrix robust to a rescaling linear transformation. Finally, the
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triangularity of + and the diagonality of , are necessary since the covariance
matrix of the state variables requires that only one of + and , can be fully
specified.14 The symmetric covariance matrix is unique up to �N 2+N�/2 ele-
ments, and thus we assume that + is lower triangular. These restrictions are
minimal normalizations for econometric identification of the QTSM. Notice
that the proposed canonical form is only one of many alternative equivalent
forms. For example, we can assume that + is diagonal where , is lower or
upper triangular. Similarly, *= 0N can be paired with letting # be a vector
of free parameters. All of these alternative forms designate the same specifi-
cation of the QTSM.

We conclude this section by highlighting the difference between the canon-
ical QTSM and a canonical ATSM suggested by Dai and Singleton (2000).
First, the canonical QTSM ensures a positive interest rate. In contrast, Am�n�
cannot ensure this property unless m = n, the (potentially correlated) CIR
model. If m < n, there exists one or more Gaussian state variables which
may take on negative values. Since the interest rate is an affine function,
the interest rate may become negative in some states. In contrast, the state
variables in the QTSM are all Gaussian, which may take on negative values.
However, the quadratic relationship between the interest rate and the state
variables ensures the nonnegativity of the interest rate under the assumption
of "≥ 0 and positive semidefiniteness of $ .

In addition, the interest rate and bond prices in the QTSM exhibit het-
eroscedastic conditional volatilities. Even though the state variables them-
selves do not exhibit this feature, the SDE of the interest rate is represented
as

dr�t�= [tr�,2$�+2�*++Y �t��′$Y �t�
]
dt+2Y �t�′$,dzN �t��

Thus the conditional variance of the interest rate is a linear function of the
state variables, as in the CIR model. In contrast, in the Am�n�, as emphasized
in Dai and Singleton (2000), the m state variables determine the stochastic
volatilities. This stochastic volatility is typically achieved at the cost of flex-
ibility in the specification of conditional/unconditional correlations among
the state variables. Again, this undesirable trade-off between the structure of
conditional volatilities and admissible nonzero conditional correlations of the
state variables results from the affine structure of the model. In contrast, the
QTSM does not result in less flexibility in specifying conditional correla-
tions among the state variables, since conditional volatilities are induced by
the quadratic structure rather than the processes of the state variables. Thus
the unconditional correlations among the state variables in the QTSM can
be either positive or negative without hampering the flexibility of volatility
specification.

14 Therefore the assumption that + is diagonal and , is lower or upper triangular results in the same specification.
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2.1 Three-factor models considered
To better understand the QTSM, we explore subfamily models of the QTSM.
We are particularly interested in investigating the source of potential empir-
ical improvement of the QTSM by constructing a hierarchy of models in
terms of their general flexibility. Following Dai and Singleton (2000), and
the evidence in Knez, Litterman, and Scheinkman (1996), we fix N = 3 since
the empirical literature suggests that three factors are required to describe the
term structure. We examine four alternative subfamilies of the QTSM.

2.1.1 QTSM1: maximally flexible model. The maximally flexible model
is the aforementioned canonical model with N = 3. The model requires the
estimation of ", three off-diagonal elements of $ , three elements of *, six
elements of +, three elements of ,, three elements of ?0, and six elements
of ?1. Thus the total number of parameters to be estimated is 25. This model
embodies a fully specified covariance matrix of the state variables and allows
for interactions among state variables in the determination of the nominal
interest rate (i.e., the off-diagonal terms of + can be nontrivial).

2.1.2 QTSM2: orthogonal state variables and interactions. The under-
lying assumption of QTSM2 is that + and ?1 are diagonal. This assump-
tion results in orthogonal state variables under the P measure as well as
the Q measure. However, $ is not diagonal, resulting in interactions in the
determination of the nominal interest rate. Since + and ?1 are diagonal, six
parameters are set to zero in QTSM1. The number of parameters in QTSM2
is then 19.

2.1.3 QTSM3: orthogonal state variables and no interactions. We
impose the additional restriction in this case that $ is diagonal, that is,
I3. Thus there are no interactions among the state variables in the deter-
mination of the interest rate, which results in 16 parameters. An important
advantage is that QTSM3 allows for fully closed-form solutions for bond
prices:15

V �t
 3� = exp�−"3�HN
i=1

×
[ N∑
i=1

Ai�3�+
N∑
i=1

Bi�3�Yi�t�+
N∑
i=1

Ci�3�Yi�t�
2

]

 (17)

15 The proof is available upon request from the authors.
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where

Ai�3� =
[
−
(
*i −?0i

Ii

)2

3

]
+
[
�*i −?0i�

2�exp�Ii3�−1���−2�+ii −?1ii�+Ii��exp�Ii3�−1�+2Ii�
I3��−+ii +?1ii +Ii��exp�2Ii3�−1�+2Ii�

]
+ 1

2
ln
[

2Ii exp�−�+ii +?1ii�+Ii�

�−+ii +?1ii +Ii��exp�2Ii3�−1�+2Ii

]
Bi�3� = − 2�*i −?0i��exp�Ii3�−1�2

Ii��−+ii +?1ii +Ii��exp�2Ii3�−1�+2Ii�

Ci�3� = − �exp�2Ii3�−1�
�−+ii +?1ii +Ii��exp�2Ii3�−1�+2Ii




where Ii =
√
�−+ii+?1ii�

2 +2,2
ii. Since $ is orthogonal and thus I3, the

number of parameters is 16.

2.1.4 QTSM4: the SAINTS model. As shown in Section 2, the SAINTS
model is based on orthogonal state variables and no interaction among the
state variables in the determination of the interest rate. Therefore QTSM3
is reduced to the SAINTS model when we impose the restrictions on the
market price of risk specified in Section 2. Since there are two alternative
restrictions on the market price of risk associated with each factor, there could
be six (= 2N ) different forms of aggregate restrictions consistent with the
SAINTS model. We will investigate a particular combination of restrictions:

?0i =−*i

(
+ii−

√
+2
ii−2,2

ii√
+2
ii−2,2

ii

)

 ?1ii =−+ii

√
+2
ii−2,2

ii ∀ i = 1
2
 and 3�

We choose these particular restrictions based on the calibration of the model
for the unconditional yield curve. Since the market prices of risk are not free
parameters, the total number of parameters is 10.

3. Data and Methods

3.1 Term structure data
In order to investigate the implications of the QTSM for the term structure of
interest rates, we utilize the dataset of McCulloch and Kwon (1993). These
data are sampled at a monthly frequency and cover the period December
1946–February 1991. Although this sample omits the most recent data, we
view its advantages as superior to its disadvantages. Since the dataset
accounts for coupon payments, we observe a zero-coupon term structure
that is the object of interest for our analysis. Furthermore, since the interest
rate period after 1991 has been relatively stable, we suggest that our analysis
does not omit regimes in the data that are of particular importance to gauge
the model’s fit.
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For the purposes of the analysis of the model’s ability to fit the term
structure of interest rates, we utilize three yields: the 3-month and 12-month
Treasury-bill yields and the 10-year bond yield. These maturities are similar
to those examined in comparable studies, for example, Dai and Singleton
(2000). All of the yields are treated as such in estimation; many past stud-
ies have used the 3-month Treasury-bill yield as a proxy for the short rate.
However, given the evidence in Chapman, Long, and Pearson (1999), which
suggests that use of the 3-month Treasury-bill as a proxy for the short rate
may induce bias in estimation, we explicitly treat the 3-month Treasury-bill
yield as a bond yield in our empirical application. As these yields cover
short-, intermediate-, and long-term bonds, we feel that they provide a rea-
sonable description of the term structure of interest rates at a given point in
time. The data are plotted in Figure 1, which shows that the sample period
covers a wide range of interest rate regimes, from very low levels in the late
1940s and 1950s to the high-rate regime of the early 1980s. Thus the sam-
ple captures periods of relative stability in interest rates as well as periods
punctuated by high volatility.

3.2 The efficient method of moments
As mentioned previously, one of the defining features of the QTSM is that
even in the single-factor case, the short rate is not a sufficient statistic for
risk in the economy. In the presence of multiple state variables, this issue
becomes more important. As a result, estimation of the parameters of the
model is complicated by the need to estimate the parameters of an unobserved
stochastic process. Furthermore, since the model is expressed in continuous
time, it is necessary to avoid issues of discretization bias [Aït-Sahalia (1996a,
b)]. Recent econometric advances have allowed researchers to address both
of these issues through the use of simulated method of moments techniques.
We specifically employ the efficient method of moments [EMM; Gallant and
Tauchen (1996)] to estimate the parameters of the QTSM. This methodology
has been used to estimate parameters of the short rate diffusion in Andersen
and Lund (1997) and to investigate ATSMs in Dai and Singleton (2000).16

The EMM procedure can be thought of as a two-step process. The first step
is fitting a consistent estimator of the conditional density of the observable
data. Designate this approximation to the density as

f̂K�yt�xt−1
 L�=
f �xt−1
 yt�L�
f �xt−1�L�


 (18)

where yt denotes the current observation of the observed process, xt−1 denotes
lags of the process, and L denotes the K-dimensional parameter vector of the

16 A detailed discussion of the method in these contexts can be found in Andersen and Lund (1997).

261



The Review of Financial Studies / v 15 n 1 2002

Figure 1
Treasury Yields
Plot of the 3-month, 1-year, and 10-year zero-coupon Treasury yield data over the period December 1946
February 1991. The data are sampled at a monthly frequency and are obtained from the McCulloch and
Kwon (1993) dataset.

density approximation. We approximate this density using the seminonpara-
metric (SNP) procedure of Gallant and Tauchen (1989). The procedure aug-
ments a Gaussian vector-autoregression (VAR) with the potential for ARCH
innovations by a Hermite polynomial expansion to capture deviations from
normality. Designating a demeaned transformation of yt as zt = R−1�yt−*�,
the SNP approximation to the density is given by

hK�zt�xt−1� =
f �zt
 xt−1�N�zt�∫
f �s
 xt−1�N�s�ds

f �zt
 xt−1� =
Kz∑

�"�=0

Kx∑
�#�=0

(
a"#x

#
t−1

)
z"t (19)

N�zt� ∼ N�0
 I��
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We fit an SNP model to the Treasury data using the procedure outlined in
Gallant and Tauchen (1997). The authors suggest an upward-fitting strategy
in which the parameters of parts of the SNP model are tuned to minimize
the Schwartz (1978) criterion (BIC) and then are used as starting points
for the fitting of the next part of the model. This method provides a fairly
efficient way to fit the model. Our Schwartz-preferred fit is described by
L*
Lr
Kz
 Iz
Kx�= 1
4
4
3
0�. L* = 1 implies that one lag of the data
is sufficient to describe mean dynamics in the VAR, and Lr = 4 suggests
that a fourth-order ARCH process describes the innovations to the process.
Kz = 4 suggests that a fourth-order Hermite polynomial captures deviations
from normality, and Iz = 3 indicates that the interaction terms in the orders of
the polynomial are suppressed. Finally, Kx = 0 suggests that it is unnecessary
to incorporate lags of the process in modeling the coefficients of the Hermite
polynomial. This specification is quite similar to that of other SNP specifi-
cations in term structure studies. For example, Dai and Singleton (2000) find
a specification of L*
Lr
Kz
Kx� = 1
2
4
0� describes a term structure
of 6-month LIBOR, 2-year swap, and 10-year swap yields over the period
1987–1996. Our specification differs only in the ARCH term, which likely
reflects our incorporation of an earlier period in our data sample.

The second step in the EMM process involves estimating a parameter
vector for the term structure model. The procedure takes a set of initial
starting values for the model and simulates a long set of data. In our case,
we set the simulation length to T = 50
000. The SNP model is fit to the
simulated data and the scores of the fitted model with respect to the SNP
parameters are estimated. Designate the parameters of the structural model
as P and the parameters of the SNP model as L̃. The scores of the fitted SNP
model are used as moment conditions, m′�P
 L̃�, and the quadratic form

m′�P
 L̃��̃−1m�P
 L̃� (20)

is estimated, where �̃−1 denotes the quasi-information matrix from quasi-
maximum likelihood estimation of L. The procedure is repeated until the
quadratic form is minimized. Then a test of the specification of the SDE is
formed through the test statistic

Tm′�P
 L̃��̃−1�P
 L̃�∼ 72
K−J 
 (21)

where K denotes the dimension of L and J denotes the dimension of P. The
method uses all of the relevant moments of the conditional distribution and
is therefore asymptotically as efficient as maximum likelihood, as shown in
Gallant and Long (1997).

The final issue is the circumstances under which the market price of risk
parameters, ?0 and ?1, can be identified. As argued by Dai and Singleton
(2000), there are two sources of identification for the market prices of risk.
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One source is a nonlinear mapping between the yield and the underly-
ing Gaussian state variables. The other source is the assumption that the
state variable follows a non-Gaussian process. Since the QTSM is a non-
linear model, there is a nonlinear mapping between zero-coupon yields and
the underlying state variables. As such, the market prices of risk can be
estimated.

4. Estimation of Term Structure Models

In this section we conduct tests of goodness-of-fit for the subclasses of the
QTSM developed in this article. We repeat this assessment for two of the
ATSMs investigated in Dai and Singleton (2000) and compare the ability
of the QTSM to the ATSM class of models to fit term structure dynamics.
We then perform further analysis on the models by examining their ability
to match specific conditional moments of the data through the reprojection
methodology described in Gallant and Tauchen (1998).

4.1 EMM specification tests
4.1.1 Quadratic term structure models. As discussed above, we examine
four nested versions of the QTSM, designated QTSM1 (most general) thr-
ough QTSM4 (most restrictive). Estimation results for the four models are
presented in Table 1, which depicts parameter estimates and specification
tests for each of the models discussed above. The first column presents results
for QTSM4, the SAINTS model, the most restrictive model in our framework.
The bottom rows of the table present 72 statistics for model fit and a z-
statistic for model fit that is asymptotically standard normal and adjusted
for degrees of freedom. The z-statistic for the SAINTS model is 59.515,
suggesting a strong rejection of the overidentifying restrictions implied by
the model.17 The results of the estimation suggest that the restrictions on the
prices of risk imposed by the model may significantly impact the model’s
ability to fit the yield curve. The restrictions are eased in QTSM3, and their
impact on the model’s fit is discussed below.

The second column presents results for QTSM3, the fully orthogonal
QTSM, which allows for a closed-form expression for bond prices. Although
the model is rejected by the data, its performance greatly improves on that
of QTSM4, as evidenced by the z-statistic of 13.396. The main difference
between this model and QTSM4 is the easing of restrictions on the prices
of risk as functions of the SDE parameters. Some insight into the impact
of these restrictions can be gained by examining the parameter estimates for
+22 and ,22. QTSM4 restricts +2

22 > 2,2
22, which is violated by the parameter

estimates shown in the table. The results for QTSM3 compared to QTSM4

17 The z-statistic is calculated as 72−df√
2df

and represents a degrees of freedom normalization of the 72 statistic.
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Table 1
Tests of three-factor QTSMs

Estimate (standard error)

Parameter QTSM4 QTSM3 QTSM2 QTSM1

" 0�0373 �0�0524� 0�0176 �0�0062� 0�0180 �0�0059� 0�0338 �0�0053�
$12 0�0393 �0�0541� −0�5847 �0�2926�
$13 0�0409 �0�1301� −0�3866 �0�3586�
$23 −0�0555 �0�0250� 0�9101 �0�0731�
*1 0�0547 �0�0084� 0�0436 �0�1087� 0�0214 �0�2088� 0�0608 �0�1019�
*2 0�2937 �0�2549� 0�0007 �0�0001� 0�0006 �0�0000� 0�0007 �0�0000�
*3 0�0625 �0�0725� 0�0299 �0�0641� 0�2055 �0�1550� 0�1343 �0�1453�
+11 −0�4030 �0�0005� −1�5412 �0�2879� −1�6815 �0�1850� −1�7318 �0�2629�
+21 0�0043 �0�0131�
+31 2�7202 �1�1386�
+22 −0�1690 �0�0378� −0�0003 �0�0000� −0�0003 �0�0000� −0�0037 �0�0006�
+32 −1�1898 �0�2570�
+33 −3�9839 �0�5243� −2�8718 �0�2408� −2�7772 �0�3115� −0�3411 �0�0521�
,2

11 0�0805 �0�0001� 0�0173 �0�0037� 0�0147 �0�0037� 1�5143∗ �1�2167�
,2

22 0�0023 �0�0019� 0�0009 �0�0001� 0�0008 �0�0001� 0�1543∗ �0�0472�
,2

33 1�1673 �0�1273� 0�4924 �0�0428� 0�4980 �0�0420� 0�5916∗ �0�1132�
*1 −?01 −0�4784 �0�0000� −0�0665 �0�1063� 0�0428 �0�2345� −0�0416 �0�0762�
*2 −?02 0�2668 �0�0000� −0�1197 �0�0187� −0�1338 �0�0217� 0�0317 �0�0301�
*3 −?03 0�0573 �0�0000� 0�1398 �0�0144� 0�0851 �0�0341� 0�2534 �0�1451�
+11 −?111 −0�0375 �0�0000� 1�6130 �0�1828� 1�7873 �0�0996� −1�8465 �2�1800�
+21 −?121 0�0226 �0�5891�
+31 −?131 −2�4858 �1�8197�
+22 −?122 −0�1548 �0�0000� 0�0358 �0�0056� 0�0328 �0�0074� −0�2782 �0�0413�
+32 −?132 −1�2022 �0�1988�
+33 −?133 −3�6792 �0�0000� 0�6474 �0�0450� 0�6323 �0�0806� −0�2459 �0�0215�

72 508�120 122�599 114�504 51�297
df 32 26 23 17
z 59�515 13�396 13�491 5�882

∗×10−4

Table 1 presents parameter estimates and goodness-of-fit tests for nested versions of the QTSM described in this article. The
model and parameters are described in Section 2. The columns present parameter estimates for QTSM1, QTSM2, QTSM3, and
QTSM4, as described in Section 3. The table also presents 72 statistics for the goodness-of-fit of the models and a z-statistic
that adjusts for degrees of freedom across the models and is distributed N�0
1�.

suggest that relaxing these restrictions is potentially quite important in the
model’s ability to fit the term structure.

The third column represents estimates for QTSM2, in which the SDE
parameters are orthogonal, but the state variables interact in the determination
of the short rate. The results indicate that this version of the model offers little
improvement relative to QTSM3. Although the chi-squared statistic falls, the
z-statistic of 13.491 suggests that the loss of degrees of freedom implied by
the additional parameters more than offsets the improvement in fit. The easing
of the restrictions on the short rate does not appear to materially impact
the values of the coefficient estimates, which are close to those implied by
QTSM3.

The final column presents estimates for QTSM1, the full-fledged QTSM.
The results of this estimation suggest that allowing for correlation among the
factors results in dramatic improvement in the model’s fit. The z-value for
the test of model fit falls to 5.882, which, despite indicating rejection of the
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model, represents a dramatic improvement relative to the 13.396 value for
QTSM3. This evidence is broadly consistent with that presented in Duffie
and Singleton (1997) and Dai and Singleton (2000). However, the estimates
highlight important differences in the QTSM and the ATSM. Specifically,
substituting the estimates of QTSM1 into Equation (8) suggests that the
second state variable is positively correlated with the first and third state
variables, whereas the first and third state variables are negatively correlated.
Thus the QTSM does not require positive correlations among all state vari-
ables in contrast to the ATSM. This restriction is eased primarily due to the
nonaffine structure between the interest rate and the state variables, and thus
the correlation structure among the state variables may differ.18

Additional insight into the performance of the models can be derived from
analyzing the scores of the best model fits with respect to the SNP parameter
vector. Figure 2 presents t-ratios for the significance of the model scores.
All of the models perform fairly well in capturing the mean dynamics of
the VAR part of the SNP model; the SAINTS and orthogonal QTSMs each
have t-ratios greater than 2.0 for one of the R parameters, which govern the
mean of the VAR, whereas the remaining models have no significant t-ratios.
However, the models cannot describe the ARCH innovations to the VAR and
the Hermite polynomial terms. Of the 18 scores with respect to the 3 terms,
12 are significant for the SAINTS model, 5 each for the two orthogonal
QTSMs, and 4 for the full-fledged QTSM.

The scores with respect to the Hermite polynomial terms reveal more inter-
esting patterns. In particular, the scores for the Hermite terms suggest that the
models fail to capture the shape of the density for the short-term Treasury-
bill yields. The SAINTS model is able to capture the scores with respect
to A(2), A(5), A(8), and A(11), but cannot capture the remaining Hermite
scores. This result suggests that the model generally captures the shape of the
long-term bond density, but not the shorter-term instruments. At the opposite
end of the spectrum, QTSM1 is able to capture most of the shape features
of the density implied by the Hermite coefficients. The exceptions are A(7),
A(10), and A(13) which suggest that the model has some difficulty in match-
ing the shape of the density for the short-term yield. The performances of
QTSM2 and QTSM3 are similar, and fall between the SAINTS model and
the maximal model. This difficulty of the QTSMs in matching the shape of
the short-term yield density may either reflect a drawback of the QTSM or be
an outcome of the difference in institutional structure between the short-term
bond market and the rest of the Treasury bond market, which is addressed
in Knez, Litterman, and Scheinkman (1996).

In summary, the results of the goodness-of-fit tests suggest that easing the
restrictions on the prices of risk imposed by the SAINTS model results in a

18 A potential weakness of the QTSMs is their estimates of the lower bound on the short rate ". For example,
QTSM4 and QTSM1 imply unreasonable lower bound of 3.73% and 3.38% respectively, counterfactual levels
that are greater than some of the observed yields in the earlier part of the sample period.
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Figure 2
EMM Scores: QTSMs
t-ratio diagnostics for the scores implied by the nested versions of the QTSM. The first group of 12 t-ratios
represent the scores with respect to A, the Hermite polynomial terms; A(2)–A(4) are linear terms, A(5)–A(7)
are quadratic terms, A(8)–A(10) are cubic terms, and A(11)–A(13) are quartic terms. The next group of 12
represents the scores with respect to $ , the mean coefficients of the VAR part of the SNP estimation. The
final group of 18 represents the scores with respect to 3 , the ARCH part of the SNP VAR.

vast improvement in fit for the QTSM. Further improvements are made by
relaxing the restriction of orthogonality among the state variables; allowing
for unconditional correlation among the state variables dramatically improves
model fit. However, even though the model performs well overall, it is not
fully able to capture the dynamics of the term structure. In the next section
we gauge the ability of the model to capture these dynamics relative to the
ATSM class of models analyzed in Dai and Singleton (2000).

4.1.2 Affine term structure models. We estimate two ATSMs discussed
in Dai and Singleton (2000). We estimate their preferred model, ATSM1, that
allows for both conditional and unconditional correlation among the factors,
and an orthogonal version of their model, ATSM2, the Chen (1996) model.
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ATSM1 can be described as

d

v�t�L�t�
r�t�

 =
S11 0 0
S21 S22 0
S31 −S33 S33

L1 −v�t�
L2 −L�t�
L2 − r�t�

 dt

+
 ,11

√
v�t� 0 0

0 ,22

√
L�t� 0

,31,11

√
v�t� 0

√
v�t�

 dzN �t� (22)

or
dY �t�= S�L−Y �t��dt+,�t�dzN �t�

with prices of risk given by
,�t�2


where 2 is a conforming vector of constants. In the orthogonal case, S21 =
S31 = S32 = ,31 = 0.

Tests of the models’ restrictions are presented in Table 2. Similar to
the performance of the SAINTS model in the previous section, ATSM2 is
rejected strongly in the data, with a z-statistic of 69.817. This evidence sug-
gests that an affine model with uncorrelated state variables is not able to
describe term structure dynamics very well. In contrast, ATSM1 performs
vastly better with a z-statistic of 30.278. However, the model is still rejected
strongly in the data and performs poorly relative to QTSM3, the orthogonal
QTSM. The t-ratios for the scores of the model presented in Figure 3 provide
some further insight into this failure. The model’s main difficulty relative to
the QTSM is in capturing the ARCH innovations; the scores with respect to
several of the ARCH terms are quite large. This finding contrasts with Dai
and Singleton (2000), who find that the model is able to accommodate these
scores quite well. Much of this difference may be attributable to the sam-
ple period; whereas our sample encompasses the high interest rate and high
volatility regime of the early 1980s, the Dai and Singleton study focuses on
yields after 1987, wherein the interest rates have been relatively stable.

The results of the analysis for the affine and nonaffine models suggest that
some of the restrictive features of the ATSM class, such as the limited corre-
lation structure among state variables discussed above, hamper the ability of
the models to fit the dynamics of the term structure. Relaxing the restrictions
imposed by the affine functional form yields a vast improvement in model
fit; the z-statistic of the full-fledged QTSM is 5.882, compared to 30.278
for the preferred ATSM.19 In the next section we utilize the reprojection
methodology of Gallant and Tauchen (1998) to further assess the ability of

19 This result does not necessarily indicate the overall superiority of the QTSMs over ATSMs. This article
adopts a different sample period and maturity points on the yield curve than Dai and Singleton (2000). Thus
the correlation structure among the state variables may be more prominent in the sample period and chosen
maturity points used in this article.
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Table 2
Tests of three-factor ATSMs

Estimate (standard error)

Parameter ATSM2 Correlated (DS)

S11 0�7806 �0�0633� 0�2839 �0�0403�
S21 −0�0033 �0�0238�
S22 0�0035 �0�0008� 0�0017 �0�0008�
S31 −9�6384 �1�2872�
S33 5�5350 �0�2972� 9�5814 �0�4915�
L1 0�6723 �0�0451� 0�8188 �0�0929�
L2 7�7365 �0�4164� 7�7089 �0�8172�
,2

11 0�1446 �0�0237� 0�1029 �0�0139�
,2

22 0�0158 �0�0007� 0�0051 �0�0005�
,31 −0�3895 �0�1348�
21 −9�6125 �1�3393� −9�4651 �2�1612�
22 −1�4163 �0�2757� −1�2472 �1�4057�
23 −0�2241 �0�0881� −0�7687 �0�9455�

72 590�539 259�589
df 32 29
z 69�817 30�278

Table 2 presents parameter estimates and goodness-of-fit statistics for nested versions of a three-
factor affine model, as described in Dai and Singleton (2000). The first column presents estimates
of ATSM2, the Chen (1996) model, an orthogonal version of the general affine case. The second
column presents estimates for the optimal model estimated in Dai and Singleton (2000), ATSM1.
The form of the model is given by the physical measure process

dY �t�= S�L−Y �t��dt+,�t�dW�t�

with prices of risk given by
,�t�2�

72 statistics for the goodness-of-fit of the models and a z-statistic that adjusts for degrees of
freedom across the models and is distributed N�0
1� are presented in the final three rows of the
table. The parameter values are based on percentage yields.

the QTSM and the ATSM to describe the dynamics of the term structure. In
particular, this methodology allows us to examine the models’ implications
for the conditional expectation and volatility of future yields.

4.2 Reprojection
We briefly summarize the reprojection method in this section; a complete
discussion is provided in Gallant and Tauchen (1998). We denote the condi-
tional density implied by the QTSM for observables as

p̂�y0�y−L
 ) ) ) 
 y−1�= p�y0�y−L
 ) ) ) 
 y−1
 P̂n�
 (23)

where P̂ denotes the estimated model parameters. Although analytic expres-
sions for Equation (23) are not available, an unconditional expectation, �P̂n

can be computed by generating a simulation ŷt�
N
t=−L from the system with

parameters set to P̂n and approximating

�P̂n
�g�= 1

N

N∑
t=0

g�ŷt−L
 ) ) ) 
 ŷt�� (24)
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Figure 3
EMM Scores: ATSMs
t-ratio diagnostics for the scores implied by the nested versions of the ATSM. ATSM1 is the maximal ATSM
of Dai and Singleton (2000), and ATSM2 is the orthogonal ATSM. The first group of 12 t-ratios represent the
scores with respect to A, the Hermite polynomial terms; A(2)–A(4) are linear terms, A(5)–A(7) are quadratic
terms, A(8)–A(10) are cubic terms, and A(11)–A(13) are quartic terms. The next group of 12 represents the
scores with respect to $ , the mean coefficients of the VAR part of the SNP estimation. The final group of 18
represents the scores with respect to 3 , the ARCH part of the SNP VAR.

With respect to unconditional expectation so computed, define

L̂K = arg maxL ∈�pK�P̂n
log fK�y0�y−L
 ) ) ) 
 y−1
 L�
 (25)

where fK�y0�y−L
 ) ) ) 
 y−1
 L� is the SNP conditional density of Equation
(19). Let

f̂K�y0�y−L
 ) ) ) 
 y−1�= fK�y0�y−L
 ) ) ) 
 y−1
 L̂K�� (26)

Theorem 1 of Gallant and Long (1997) states that

lim
K→�

f̂K�y0�y−L
 ) ) ) 
 y−1�= p̂�y0�y−L
 ) ) ) 
 y−1��
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Convergence is with respect to a weighted Sobolev norm that they describe.
Of relevance here is that convergence in their norm implies that f̂K as well as
its partial derivatives in �y−L
 ) ) ) 
 y−1
 y0� converge uniformly over �>
 >=
M�L+ 1�, to those of p̂. The idea of reprojection is to study the dynamics
of p̂ by using f̂K as an approximation; this result provides the justification.

Of immediate interest in eliciting the dynamics of observables are the first
two one-step-ahead conditional moments:

��y0�y−L
 ) ) ) 
 y−1�=
∫
y0fK�y0�x−1
 L̂K�dy0

and

var�y0�y−L
) ) ) 
y−1�=
∫
�y0−��y0�x−1���y0−��y0�x−1��

′fK�y0�x−1
L̂K�dy0


where x−1 = �y−L
 ) ) ) 
 y−1�.
Figure 4 plots ��y0�y−L
 ) ) ) 
 y−1� with �y−L
 ) ) ) 
 y−1� set, successively,

to the values �yt−L
 ) ) ) 
 yt−1� observed in the data for QTSM1. The plot
suggests that the model fares quite well in capturing the first conditional
moment of yield changes. Even in the high-rate regime of 1979–1982, the
deviations in the rates predicted by the model from the observed yields are
relatively small. The plot suggests that the model captures the long-bond
dynamics somewhat better than the short-term Treasury-bill yield; deviations
from the observed 3-month Treasury-bill rates are more apparent during this
high-rate regime. This result is consistent with the evidence suggested by the
t-ratios for the EMM estimation discussed above.

In Figure 5 we reproduce a similar plot to Figure 4 for ATSM1. Consistent
with evidence in Duffee (2000), the ATSM is unable to adequately capture
yield changes. The deviations in this case between the conditionally expected
yields and actual yields are large, even outside of the high-rate regime of
1979–1982. As in the case of the QTSM, the model appears best able to fit
the yields of the long bond at the expense of the fit for the 3-month bond.
A significant degree of this difficulty in fitting the conditional expectation
of yields may be due to the specification of the price of risk. Duffee (2000)
and Dai and Singleton (2001) find that modifying the price of risk in the
affine framework significantly improves the affine class’ ability to capture
yield changes.

Figures 6–8 plot the conditional volatilities implied by the fitted SNP
model for the observed data, the conditional volatility implied by the QTSM,
and the conditional volatility implied by the ATSM for the 3-month, 1-year,
and 10-year Treasuries, respectively. The plots suggest that the QTSM is
able to capture the shape of the SNP conditional volatility for all three bonds
quite well. However, the model performs better in matching the level of con-
ditional volatility better for some of the bonds than the others. In particular,
the QTSM captures the conditional volatility of the 10-year bond quite well,
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Figure 4
Reprojected Yields: QTSM
A plot of the reprojected bond yields from the full-fledged QTSM, QTSM1 against the actual yields observed
in the data. The first figure represents the 3-month Treasury-bill yields, the second figure depicts 1-year
Treasury-bill yields, and the third figure shows the 10-year Treasury bond yields.

matching both its shape and level. However, the model is not able to generate
the level of the 1-year bond volatility. The level of the reprojected conditional
volatility of the 3-month bond comes closer to matching that of the SNP con-
ditional volatility than that of the 1-year bond, but does not match quite as
well as that of the 10-year bond. Thus, as suggested by the EMM diagnos-
tics, the QTSM’s difficulties lie largely in capturing all of the conditional
volatility features of the data.

The conditional volatility plots for the ATSM suggest that the model
fares very poorly in capturing the conditional volatility of yield changes.
The model is particularly poor in generating conditional volatilities that
match the shape or level of the conditional volatility of the 3-month and
1-year Treasury-bill yields. The performance of the model with respect to
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Figure 5
Reprojected Yields: ATSM
A plot of the reprojected bond yields from the ATSM estimated in Dai and Singleton (2000) against the
actual yields observed in the data. The first figure represents the 3-month Treasury-bill yields, the second
figure depicts 1-year Treasury-bill yields, and the third figure shows the 10-year Treasury-bond yields.

the 10-year bond yield is somewhat better, but still falls short of provid-
ing a good description of conditional volatility. Thus, as suggested earlier,
the trade-off between heteroscedastic volatility and conditional correlation
appears to sharply impact the ability of the ATSM to fit the data.

4.3 Discussion and interpretation
The results of the estimation above suggest that several features of the QTSM
contribute to the fit of the observed bond yields. First, the general model
improves upon the SAINTS model in that it loosens restrictions on the param-
eters governing the risk premia of the factors. As indicated by the substantial
improvement in fit moving from the restricted to the unrestricted case, this
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Figure 6
Reprojected Volatility: 3-Month Bill
A plot of the reprojected volatility of 3-month Treasury-bill yields. The first figure depicts the conditional
volatility implied by the SNP fit to the data, the second figure shows the conditional volatility implied by
QTSM1, and the third figure shows the conditional volatility implied by the ATSM estimated in Dai and
Singleton (2000).

flexibility is quite important in describing the dynamics of bond yields. Sec-
ond, when we allow for unconditional correlation among the factors, the fit
is improved considerably. This result is similar to that shown in Duffie and
Singleton (1997) and Dai and Singleton (2000). As we have shown in Figure
4, allowing for this unconditional correlation allows us to capture much of
the dynamics of the observed term structure.

The model also fares well in contrast to the class of affine term structure
models examined in Dai and Singleton (2000). This difference suggests that
allowing for nonlinearity in the pricing of bond yields is quite important for
describing the term structure. The result supports the findings of Aït Sahalia
(1996b) and Stanton (1997), who provide evidence that the drift of the short
rate process is nonlinear. However, evidence of the nonlinearity of the drift of
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Figure 7
Reprojected Volatility: 1-Year Bill
A plot of the reprojected volatility of 1-year Treasury-bill yields. The first figure depicts the conditional
volatility implied by the SNP fit to the data, the second figure shows the conditional volatility implied by
QTSM1, and the third figure shows the conditional volatility implied by the ATSM estimated in Dai and
Singleton (2000).

the short rate remains somewhat controversial; Chapman and Pearson (2000)
provide evidence suggesting that this nonlinearity is not a robust stylized
fact. Insofar as the nonaffine class of models nested in the QTSM framework
implies a nonlinear drift for the short rate, the model is consistent with these
findings. Furthermore, the results suggest that it is probable that the trade-off
between flexibility in specifying volatility and correlation structure materially
impacts the model’s ability to fit the data.

However, the results do suggest that the model cannot fully capture the
dynamics of the term structure. The EMM diagnostics provide some insight
into the source of this failure. The model was not fully able to capture the
ARCH and non-Gaussian features of the observed data. These results suggest
that some further flexibility in modeling the diffusion of the process may
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Figure 8
Reprojected Volatility: 10-Year Bond
A plot of the reprojected volatility of 10-year Treasury-bond yields. The first figure depicts the conditional
volatility implied by the SNP fit to the data, the second figure shows the conditional volatility implied by
QTSM1, and the third figure shows the conditional volatility implied by the ATSM estimated in Dai and
Singleton (2000).

contribute to the fit of the model. One possibility is that a hybrid of affine and
nonaffine models may better describe term structure dynamics. Alternatively,
a nonaffine diffusion process may be necessary to fully describe the volatility
of yield changes.

5. Conclusion

Much of the term structure literature has focused on ATSMs, models that
specify bond yields as affine functions of underlying state variables. Although
this class is popular due to its tractability and relatively straightforward
empirical implementation, the models suffer from several noteworthy draw-
backs. In particular, the affine form of the yields results in a trade-off between

276



Quadratic Term Structure Models

the structure of the correlation matrix for the state variables and their condi-
tional variance. Further, the evidence in Dai and Singleton (2000) suggests
that the class may fail to capture important nonlinearities in the data, and, in
general, the framework cannot guarantee a positive nominal interest rate.

In contrast, models that specify yields as a quadratic function of the under-
lying state variables have received less theoretical and empirical attention.
However, the QTSM class of models is attractive because the functional
form of the models overcomes many of the drawbacks of ATSM. We derive
a general form for the family of QTSMs which nests existing models of its
class. We derive a particular equilibrium that supports the QTSM and rep-
resent the model in canonical form. The canonical form renders empirical
implementation of the model tractable.

We estimate parameters for four versions of the QTSM and assess their
goodness-of-fit using the EMM procedure of Gallant and Tauchen (1996).
We first find that the restrictions imposed by the SAINTS model of Constan-
tinides (1992) on the QTSM result in a strong rejection of the model. Easing
these restrictions results in an orthogonal QTSM, which fits the term structure
dynamics considerably better than the SAINTS model. The fit of the model
is improved dramatically by allowing for unconditional correlations among
the state variables. In this case, the QTSM provides a fairly good description
of term structure dynamics and captures these dynamics considerably better
than the preferred ATSM investigated in Dai and Singleton (2000).

The QTSM captures conditional expectations of future bond yields at both
the long and the short end of the term structure quite well. It also is able to
match the shape features of conditional volatility of bond yields across the
spectrum of the term structure. However, the model is not able to generate
the level of conditional volatility observed for the short- and intermediate-
term bond yields. It is possible that either some combination of ATSM and
QTSM may be able to accommodate the level of the volatility. Alternatively,
the state variables may need to be nonaffine in order to generate sufficient
conditional volatility, as in Ahn and Gao (1999). Our results suggest that the
ability of a model to generate this conditional volatility is quite important for
the fit of term structure models.

Appendix A: Distributions of State Variables

The SDE of the state vector is represented as

dY �t�= �*++Y �t��dt+,dzN �t��

Since + is diagonalizable, that is, a regular matrix, spectral decomposition of + leads to

U−1+U =0
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since each of the eigenvalues are regular.20 We also define

� = �vij �NN = U−1,,′U
′−1�

A.1 Conditional distribution
We prove that the time s joint distribution conditional upon time t information (s > t) is

Y �t+ 3��Y �t�∼ MVNN

(
E�Y �t+ 3��Y �t��
var�Y �t+ 3��Y �t��)


where

E�Y �t+ 3��Y �t�� = U0−1�4�3�− IN �U
−1*+U4�3�U−1Y �t�

var�Y �t+ 3��Y �t�� = U

[
vij �exp��2i +2j�3�−1�

2i +2j

]
NN

U ′

4�3�
�= diag�exp�2i3��N �

Proof. It is well known that multivariate Ornstein–Uhlenbeck processes follow multivariate
Gaussian distributions. As such, we need to determine the vector of conditional means and
conditional covariance matrix in order to define the distribution. First, we apply a nonsingular
linear transformation of the factors, Z�t�= U−1Y �t�, the SDE of which is characterized as

dZ�t� = d�U−1Y �t��= [U−1*+U−1+UU−1Y �t�
]
dt+U−1,dzN �t�

= [U−1*+0Z�t�
]
dt+U−1,dzN �t��

The solution to the above SDE is [see Karatzas and Shreve (1991)]

Z�t+ 3�=4�3�

[
Z�t�+

∫ 3

0
4�s�−1U−1*ds+

∫ 3

0
4�s�−1U−1,1/2 dz�t+ s�

]



where
d4�3�

d3
=04�3� and 4�0�= IN 


which leads to the solution 4�3�= diag�exp�2i3��N .

• Conditional mean vector

E�Z�t+ 3��Z�t��
=4�3�Zt +4�3�

∫ 3

0
4�s�−1U−1*ds

=4�3�Zt +4�3�
[
diag
(−0−1�exp�−03�− IN �

)]
U−1*

=4�3�Zt +0−1�4�3�− IN �U
−1*


which leads to

E�Y �t+ 3��Y �t�� = UE�Z�t��Z�0��
= U4�3�U−1Y �t�+U0−1�4�3�− IN �U

−1*�

20 Since + has eigenvalues +i with multiplicity mk for k = 1
2
 ) ) ) 
 s and
∑s

k=1 mk = N , it has N eigenvectors
that are linearly independent if and only if rank�+−2kIN � = N −mk ∀ k = 1
2
 ) ) ) 
 s; whereupon U is
nonsingular and + is diagonalizable. Eigenvalue 2k satisfying rank�+−2kIN � = N −mk is called a regular
matrix. Therefore, when every eigenvalue is regular, + is diagonalizable.
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• Conditional covariance matrix

var�Z�t+ 3��Z�t�� = 4�3�

[∫ 3

0
4�s�−1U−1,,′U

′−14�s�−1 ds

]
4�3�

= 4�3�

[∫ 3

0
4�s�−1� 4�s�−1 ds

]
4�3�� (27)

Solving the argument in the integral yields

4�s�−1� 4�s�−1 = [exp��−2i −2j�s�vij
]
NN
� (28)

Substituting Equation (28) into Equation (27) results in

∫ 3

0
4�s�−1� 4�s�−1 ds =

[
− vij �exp�−�2i +2j�3�−1�

2i +2j

]
NN




which leads to

var�Z�t+ 3��Z�t�� = 4�3�

[
− vij �exp�−�2i +2j�3�−1�

2i +2j

]
ij

4�3�

=
[
vij �exp��2i +2j�3�−1�

2i +2j

]
ij

�

Finally, the conditional covariance matrix of the state variables is

var�Y �t+ 3��Y �t�� = Uvar�Z�t+ 3��Z�t��U ′

= U

[
vij �exp��2i +2j�3�−1�

2i +2j

]
ij

U ′�

A.2 Unconditional distribution
Provided Re�2i� < 0 ∀ i = 1
2
 ) ) ) 
N , the steady-state multivariate distribution of the state
vector is defined as

Y ∼ MVNN �E�Y �
var�Y ��


where

E�Y � = lim
3↑�

E�Y �t+ 3��Y �t��

= lim
3↑�

U4�3�U−1Y �t�+ lim
3↑�

U0−1�4�3�− IN �U
−1*

= −U0−1U−1*

= −+−1*

var�Y � = lim
3↑�

var�Y �t+ 3��Y �t��

= lim
3↑�

U

[
vij �exp��2i +2j�3�−1�

2i +2j

]
NN

U ′

= U

[
− vij

2i +2j

]
NN

U ′�
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Appendix B: Distributions of the Instantaneous Interest Rate

In Assumption 2, the instantaneous nominal interest is written as

r�t�= "+Y �t�′$Y �t�


which is a quadratic function of the state variables. As shown in Appendix A, the unconditional
as well as conditional distributions are multivariate normal densities. For brevity we use the
symbols X and V to denote the mean vector and covariance matrix, respectively, for either
conditional or unconditional distributions. The probability density is given by

fy�Y �= �2Y�−
1
2 N �V �− 1

2 exp
(
− 1

2
�Y −X�′V −1�Y −X�

)
�

We wish to identify the distribution of r , that is

Pr
[
r = "+Y �t�′$Y �t�≤ r0

] = Pr
[
Y �t�′$Y �t�≤ r0 −"

]
=
∫
Y ′$Y≤�r0−"�

fy�Y �dY � (29)

V is a symmetric and positive semidefinite matrix. Therefore there exists a nonsingular lower
triangular matrix L which factors V as V = LL′. Define XL

�= L−1�Y −X�, which is a standard
normal multivariate. Then we can reexpress Equation (29) as

Pr
[
r = "+Y �t�′$Y �t�≤ r0

]
= �2Y�−

1
2 N
∫
�X+LXL�′$�X+LXL�≤�r0−"�

exp
(
− 1

2
X ′

LXL

)
dXL� (30)

We define the diagonal matrix of eigenvalues of L′$L as 0L and its matrix of eigenvectors
as UL. Notice that since L′$L is symmetric, UL is an orthogonal matrix, that is, U ′

LUL = IN .

Therefore U ′
LL

′$LUL =0L. We define a new vector of transformed state variables ZL

�= U ′
LXL.

Since UL is an orthonormal matrix, ZL is also a standard normal multivariate. Then

�X+LXL�
′$�X+LXL� = �X+LULZL�

′$�X+LULZL�

= X′$X+2X′$LULZL+Z′
LU

′
LL

′$LULZL� (31)

From U ′
LL

′$LUL =0L, we can show that $LUL =L
′−1UL0L and $ =L

′−1UL0LU
′
LL

−1. There-
fore we can rewrite Equation (31) as

�X+LXL�
′$�X+LXL� = X′L

′−1UL0LU
′
LL

−1X+2X′L
′−1UL0LZL+Z′

L0ZL

= �ZL+U ′
LL

−1X�′0L�ZL+U ′
LL

−1X��

Hence when 8
�= �U ′

LL
−1X�N , Equation (30) becomes

Pr�r = "+Y �t�′$Y �t�≤ r0�

= �2Y�−
1
2 N
∫
�ZL+U ′

LL
−1X�′0L�ZL+U ′

LL
−1X�≤�r0−"�

exp
(
− 1

2
Z′
LZL

)
dZL

= Pr

[
N∑
i=1

2Li�ZLi −8i�
2 ≤ r0 −"

]
�
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The characteristic function of � r�ZL�=
∑N

i=1 2Li�ZLi−8i�
2 is known as [see Johnson and Kotz

(1970)]:

NN �mZ0LZ8�= exp

(
N∑
j=1

im2Lj8
2
j

1−2im2Lj

)
HN

j=1�1−2im2Lj�
− 1

2 


where i stands for the imaginary number. Therefore the probability density function of � r is
represented as

f� r �r0� = �2Y�−1
∫ �

−�
e−imr0 exp

(
N∑
j=1

im2Lj8
2
j

1−2im2Lj

)

×HN
j=1�1−2im2Lj�

− 1
2 dm� (32)

Unfortunately the integral in Equation (32) does not allow for a closed-form solution. However,
there are many alternative expansion methods which can be used to evaluate Equation (32). For
example, Equation (32) can be represented as a mixture of noncentral chi-squared distributions.
Thus the cumulative distribution can be written as [see Johnson and Kotz (1970)]

Pr�r = "+Y �t�′$Y �t�≤ r0�=
�∑
j=0

ej

[
72
N+2j

( N∑
j=1

82
j

)
≤ r0 −"

9

]



where 9 is any arbitrary constant, and

ej =


HN

k=1�9/2Lk�
1
2 if j = 0

�2j�−1
j−1∑
k=0

hj−kek if j ≥ 1




which is a solution in a forward direction, and

hj =



N∑
k=1

(
1−82

k

)(
1− 9

2Lk

)
if j = 1

N∑
k=1

(
1− 9

2Lk

)j

+k9
N∑
k=1

(
82

k

2Lk

)(
1− 9

2Lk

)j−1

if j ≥ 2

�

However, we have the closed-form expressions for the mean and the variance of the interest
rates:

E�r� = "+X′$X+
N∑
j=1

2Li = "+X′$X+1′
N �V �$�1N

var�r� = 4X′L
′−1UL0

2
LU

′
LL

−1X+2
N∑
j=1

22
Li�

As a final remark, the above distribution of the nominal interest rate will be reduced to the
noncentral chi-squared distribution when 0L = IN . This occurs when the state variables Y �t�

are orthogonal to each other: that is, + and , are diagonal matrices. In this case, � r�ZL� =∑N
j=1�ZL−8i�

2, where ZL can be easily obtained by demeaning and rescaling the original state
variables Y : that is, L= diag�1/Vii�N . Therefore the SAINTS model specifies the noncentral chi-
squared distribution, whereas the general QTSM dictates a much more complicated distribution
for the interest rate.
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Appendix C: A Supporting Equilibrium of the QTSMs

We assume that the market is complete, which is sufficient for the existence of a representative
agent. Following CIR (1985b), we assume further that (1) the utility function of the repre-
sentative agent is logarithmic: 	�C�t��= exp�P� lnC�t� and (2) production is governed by a
constant-return-to-scale production technology with the following SDE:21

dq�t�

q�t�
= [d+g′Y �t�+Y �t�′HY �t�

]
dt+ �n0 +n1Y �t���dwN �t�


where d > 0
 g > 0, and H is a positive definite matrix. As such, the expected return on the
production technology is governed by a quadratic function of the state variables, while its
diffusion is an affine function of the state variables. We denote the indirect utility function of
the representative agent by J �W�t�
 Y �t�
 t�, where W�t� is the wealth of the representative
agent or the aggregate wealth of the economy. The assumption of logarithmic utility leads to

JW �W�t�
 Y �t�
 t�= exp�−Pt�
P

W−1
t 


which is independent of the state variables.
Due to the equivalence of the first derivatives of the direct and indirect utility functions, we

can verify that the optimal consumption at time t is C�t�∗ = PW�t� when � = �. Then the
market clearing condition yields the following wealth process:

dW�t�

W�t�
=W�t�

[
d+g′Y �t�+Y �t�′HY �t�−P

]
dt+W�t��n0 +n1Y �t�� � dwN �t�


since the wealth of the economy is the production output adjusted for the consumption. Finally,
the equivalence of the intertemporal marginal rate of substitution of consumption and the
intertemporal marginal rate of transformation indicates that the stochastic discount factor implied
by the equilibrium is M�t
T � = JW �T 
W�T �
Y �t��/JW �t
W�t�
 Y �t��. Applying Ito’s lemma,
we can endogenously determine the SDE for the stochastic discount factor:

dM�t�

M�t�
= dJW �t
W�t�
 Y �t��

JW �t
W�t�
 Y �t��

= [1′
N �n0 +n1Y �t��

2 −d−g′Y �t�−Y �t�′HY �t�
]
dt

− �n0 +n1Y �t���dwN �t�

= −
[
�d−n′

0n0�+ �g′ −n′
0n1�Y �t�+Y �t�′

[
H −

N∑
i=1

n′
1in1i

]
Y �t�

]
dt

− �n0 +n1Y �t���dwN �t��

Finally, defining "
�= d− n′

0n0, #
�= g− n′

1n0, $ = H −∑N
i=1 n

′
1in1i , !0

�= −n0 and !1
�= −n1

yields the desired result.

Appendix D: Equivalent Representation of the SAINTS Model

We explore the restrictions under which the QTSM is reduced to the SAINTS model. The
SAINTS model is based on orthogonal state variables, and also designates no interaction terms

21 As shown by Longstaff and Schwartz (1992), a single stochastic production technology results in an equivalent
model to one with N production technologies.
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among the state variables in the determination of the interest rate. Therefore we need the fol-
lowing restrictions:

4
+
,
?1 = diagonal matrix�

As such, the bond price formula is separable with respect to the state variables. Thus without
loss of generality, we derive the restrictions based on a single-factor case.22

Writing the assumptions of a single-factor SAINTS model,

dX�t� = −SxX�t�dt+Cx dz�t� (33)

M�t� = exp�−h t+ �X�t�− c�2�� (34)

Note that a Wiener process x0�t� in the stochastic discount factor specified in Constantinides
(1992) does not affect bond prices and is put in to allow for nonstationarity of the nominal
stochastic discount factor. For brevity we do not incorporate it in Equation (34), since it will
not change the solution for the term structure.

The SDE of the stochastic discount factor implied by Equation (34) is

dM�t�

M�t�
= [C 2

x −h−2SxX�t��X�t�− c�+2C 2
x �X�t�− c�2

]
dt

+2Cx�X�t�− c�dz�t��

From the martingale property of the stochastic discount factor, the drift equals −r�t� and thus

r�t� = h−C 2
x +2SX�t��X�t�− c�−2C 2

x �X�t�− c�2

= 2�Sx −C 2
x �

[
X�t�+ c�2C 2

x −Sx�

2�Sx −C 2
x �

]2

− c2�2C 2
x −Sx�

2

2�Sx −C 2
x �

+h−C 2
x −2c2C 2

x �

To ensure the positivity of the nominal interest rate, we assume

Sx > C 2
x and h > C 2

x +2c2C 2
x +

c2�2C 2
x −Sx�

2

2�Sx −C 2
x �

= C 2
x +

c2S2
x

2�Sx −C 2
x �
�

Now we define a new state variable Y �t�, and the lower bound on the interest rate, ", by using
an invariant affine transformation:

Y �t�
�=
√

2�Sx −C 2
x �

[
X�t�+ c�2C 2

x −Sx�

2�Sx −C 2
x �

]
"

�= − c2�2C 2
x −Sx�

2

2�Sx −C 2
x �

+h−C 2
x −2c2C 2

x �

The SDE of the transformed state variable Y �t� is

dY �t� =
√

2�Sx −C 2
x �dX�t�

= Sx

[
c�2C 2

x −Sx�√
2�Sx −C 2

x �
−Y �t�

]
dt+

√
2�Sx −C 2

x �Cx dz�t��

22 Since it is a single factor case, we will suppress the subscript i, an index of the state variable hereafter.
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We define

*
�= Sxc�2C

2
x −Sx�√

2�Sx −C 2
x �


 +
�= −Sx
 C

�=
√

2�Sx −C 2
x �Cx� (35)

Thus we have transformed the specification for the interest rate and the SDE of the state variable
of the SAINTS model into the counterparts of the QTSM. Now we can explore the restrictions
on the market price of risk imposed by the SAINTS model. First we solve for Cx and c as
functions of the structural parameters of the QTSM.

From the definition of C in Equation (35), we can solve a nonlinear equation, which yields
the solution

Cx =
√

−+±√+2 −2C 2

2
� (36)

Notice that +2 −2C 2 = �Sx−2C 2
x �

2, which is asserted to be nonnegative. In addition, the defini-
tion of * in Equation (35) yields

c = *C

−+
√

−+±√+2 −2C 2

2
�±√+2 −2C 2�

� (37)

The diffusion term of the stochastic discount factor can be rewritten as

2Cx�X�t�− c� = 2Cx

[
Y �t�√

2�Sx −C 2
x �

− c�2C 2
x −Sx�

2�Sx −C 2
x �

− c

]

= − cSxCx

Sx −C 2
x

+ 2Cx√
2�Sx −C 2

x �
Y �t��

Using Equations (36) and (37), we can write !0 and !1 as a function of the structural parameters
of Y �t�,

!0 = − cSxCx

Sx −C 2
x

=−*

C

(−+±√+2 −2C 2

±√+2 −2C 2

)

!1 = 2Cx√
2�Sx −C 2

x �
= −+±√+2 −2C 2

C
�

Finally, the market price of risk is defined as

−covt

(
dY �t�


dM�t�

M�t�

)
=−C�!0 +!1Y �t���
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Therefore

?0 = −C!0

= −C
[
−*

C

(−+±√+2 −2C 2

±√+2 −2C 2

)]

= *

(−+±√+2 −2C 2

±√+2 −2C 2

)
?1 = −C!1

= −C
[−+±√+2 −2C 2

C

]
= +∓√+2 −2C 2�

In summary, there are two possible identifications of the market price of risk imposed by the
SAINTS model, which are

?0 ?1

First case *

(−++√+2 −2C 2√
+2 −2C 2

)
+−√+2 −2C 2

Second case *

(
++√+2 −2C 2√

+2 −2C 2

)
++√+2 −2C 2

Thus, for a general N -factor model, there are 2N alternative forms of restrictions on the
market price of risk imposed by the SAINTS model.

Appendix E: Invariant Transformations and Normalizations

The maximally flexible QTSM should be unique in the sense that any transformation or rescal-
ing cannot reproduce the SDEs of state variables, the instantaneous interest rate, and hence bond
prices. In other words, the full-fledged QTSM should not allow for any invariant transforma-
tion. Otherwise there exists an equivalent class of the maximal model obtained by invariant
transformations of the maximal model, and the maximal model itself is underidentified, which
invalidates the empirical implementation of the model. As such, we will first examine a wide
variety of invariant transformations and then we will show that the maximal model is uniquely
defined, that is, robust to invariant transformations.

E.1 Invariant transformations
Following the study of Dai and Singleton (2000), we explore invariant transformations, which
refer to transformations and rescaling of state vectors and parameter vectors without changing
the instantaneous short rate/bond prices. We consider a QTSM with state vector, Brownian
motions, and parameter vectors given by L

�= �Y �t�
 zN �t�
 �"
#
$
*
+
,
?0
 ?1��.

• An affine transformation: The only admissible transformation of the state vectors is an
affine transformation since any nonaffine transformation of the state variables results in
non-Gaussian state variables. An affine transformation refers to �A = ]+
Y �t�, where ]
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is an N ×1 vector and 
 is an N ×N nonsingular matrix. This results in

�AL =



]+
Y �t�

zN �t�(
"−#′
−1]+] ′


′−1$
−1]
#′
−1 −2] ′

′−1$
−1




′−1$
−1

*−
+
−1]

+
−1

,



�?0 −?1

−1]�

?1


−1
)


�

• An orthonormal rotation: An orthonormal transformation, �� , is defined by an N ×N

orthonormal matrix � (i.e., �� ′ = IN ), such that

��L =
[
Y �t�
 zN �t�
 �"
#
$
*
+
,�
,�,−1?0
,�,

−1?1�
]
�

This orthonormal rotation results in the unidentifiability of all N entries in ,.
• A permutation: A permutation, �P , reorders the state vector since state variables are not

observable.

E.2 Normalizations
In order to identify the QTSM in the presence of invariant transformations, we need to impose
the following restrictions on the parameters.

E.2.1 Correlation structure of the state variables. Since + and , jointly determine the
correlation structure of the state variables, they are not separately identifiable. Following Dai
and Singleton (2000), we assume that , is diagonal. In addition, the elements of + are not fully
identifiable because the correlation matrix is symmetric; the QTSM is invariant with respect to
the orthonormal rotation, �O . Thus we assume that + is lower triangular.

E.2.2 Linear invariant transformation. Consider a nonsingular linear transformation X�t�=
�A =
Y �t�. Then, we can represent the nominal interest rate and the SDE of the rotated state
vector X�t�:

r�t� = "+#′
−1X�t�+X�t�′

′−1$
−1X�t�

dX�t� = [
*+
+
−1X�t�
]
dt+
,dzN �t��

Since , is diagonal, the only 
 which maintains the orthogonality of the diffusion matrix of
X�t�, 
, is an orthogonal matrix. Notice that 
+
−1 is still lower triangular, since 
 is
diagonal. For $ to be identifiable, we assume that the diagonal terms of $ are 1. Then the only

 which makes 


′−1$
−1 diagonal is either IN or −IN . Assuming *≥ 0 asserts that the only
admissible 
 is IN .

E.2.3 Level of state variable. Consider X�t� = �A = ]+ IN Y �t�. Then the nominal interest
rate and the SDE of the mean-shifted state vector X�t� are represented as

r�t� = �"−#′]+] ′$]�+ �#′ −2] ′$�X�t�+X�t�′$X�t�

dX�t� = [�*−+]�++X�t�
]
dt+,dzN �t��

In order to identify *, we assume #= 0N . These N restrictions result in an identification of *,
since the only admissible ] is then 0.
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